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Preface

The collection of chapters in this book reviews some of the most recent advances in 
the study of social conflict and aggression, one of the most perennial and puzzling 
topics in all of psychology. The chapters represent a variety of theoretical orienta­
tions, ranging from evolutionary approaches through cognitive, affective, neuro­
psychological, and clinical theories all the way to social and cultural analyses of the 
nature and characteristics of conflict and aggression. Few topics are as important 
yet as poorly understood about human nature as the question of why Homo sapiens 
happens to be such a uniquely conflict-prone and aggressive species.

The book aims to provide an up-to-date integration of some of the most recent 
developments in social psychological research on this issue, offering an informa­
tive, scholarly, yet readable overview of recent advances in research on the nature, 
antecedents, management, and consequences of interpersonal and intergroup con­
flict and aggression. The chapters included here share a broad integrative orienta­
tion and will argue that human conflict is best understood through the careful 
analysis of the cognitive, affective, and motivational processes of those involved 
in conflict situations, supplemented by a broadly based understanding of the evo­
lutionary, biological, as well as social and cultural contexts within which social 
conflict occurs.

The book is divided into four parts. Section I deals with basic questions such as 
the following: What role do early attachment experiences play in determining how 
people manage and deal with interpersonal and intergroup conflict in later life? 
Why is social exclusion and ostracism—being ignored and rejected by others—
such an important source of conflict and aggression, and what determines whether 
those who are ostracized respond in prosocial rather than antisocial ways to their 
predicament? What are the psychological characteristics of those very common 
everyday behaviors (e.g., spitefulness, condescension, derogation) that fall short of 
serious and intentional harm-doing yet necessarily produce aversive consequences? 
What determines how hard and how far people will push in getting their way with 
others—in other words, what determines assertiveness?

The second section addresses the cognitive, affective, and motivational influ­
ences on how people perceive and manage social conflicts, seeking answers to 
questions such as the following: Why do people sometimes react in an adversarial 
way to the inferred goals and motives of others? What role do affective states and 
moods play in the way people perceive, manage, and resolve social conflicts? How 
can one best manage anger to perform optimally in negotiating situations? How 
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can we explain the apparently irrational and self-sacrificial violence of terrorists 
and suicide bombers—is the quest for positive social identity and personal signifi­
cance a possible explanation?

Section III looks at the way conflict and aggression occur in social relation­
ships, perhaps the most common everyday setting for real-life conflict experiences. 
Chapters in this section investigate a number of intriguing questions. For example, 
why is violence between couples so often explained and treated in terms of feminist 
explanations that focus on male dominance rather than being based on the best 
available psychological evidence that does not support feminist ideology? What 
is the role of the interdependent versus conflicting goals of partners in producing 
relationship conflict? How do people in relationships cope with the consequences 
of being ignored and ostracized, one of the most common real-life conflict strate­
gies in relationships? What role does forgiveness play in conflict management and 
resolution—could it be that forgiveness is sometimes counterproductive and may 
result in suboptimal outcomes for victims?

Section IV of the book analyzes conflict and aggression in terms of large-scale 
evolutionary, social, and cultural mechanisms and seeks answers to questions such 
as the following: How can we best explain the almost universal tendency in all 
human societies for tribalism and intergroup violence? Are there evolutionary 
pressures for a distinctive “male warrior” culture to emerge? If the global warming 
hypothesis is indeed correct, what are the likely implications of the predicted cli­
mate change for interpersonal, intergroup, and intercultural conflict in the decades 
to come? What are the consequences of violence presented in the media and espe­
cially on the Internet for the prevalence of conflict and aggression in our societies? 
What is the role of apparently irrational, supernatural beliefs in fostering in-group 
cohesion and intergroup conflict? And finally, how does a religious upbringing and 
practice help to prevent aggression and violence in later life?

 One needs to recognize, of course, that no single book could possibly include 
everything that is interesting and exciting in current research on conflict and 
aggression. In selecting and inviting our contributors, we aimed to achieve a broad 
and varied coverage that is nevertheless representative of the major new develop­
ments in social psychological research on conflict and aggression. The chapters 
included here represent some of the best examples of clear theorizing and careful 
research in this critically important area.

The Origins of This Book: The Sydney 
Symposium of Social Psychology Series

This book is the thirteenth volume in the Sydney Symposium of Social Psychology 
series, held every year at the University of New South Wales (UNSW), Sydney. 
Perhaps a few words are in order about the origins of this volume and the Sydney 
Symposium of Social Psychology series in general. First, we should emphasize 
that this is not simply an edited book in the usual sense. The objective of the 
Sydney Symposia is to provide new, integrative understanding in important areas 
of social psychology by inviting leading researchers in a particular field to a 3-day 
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residential symposium in Sydney. This symposium has received financial support 
from the University of New South Wales and the Australian Research Council, 
allowing the careful selection and funding of a small group of leading researchers 
as contributors. Draft papers by all contributors are prepared and circulated well 
in advance of the symposium and are placed on our dedicated website. Thus, par­
ticipants had an opportunity to review and revise their papers in light of everybody 
else’s draft contribution even before they arrived in Sydney.

A vital part of the preparation of this book has been the intensive 3-day face-
to-face meeting among all invited contributors. Sydney Symposia are character­
ized by open, free-ranging, and critical discussion among all participants, with 
the objective of exploring points of integration and contrast among the proposed 
papers. A further revision of each chapter is prepared soon after each symposium, 
incorporating many of the shared points that emerged in our discussions. Thanks to 
these collaborative procedures, the book does not simply consist of a set of chapters 
prepared by researchers in isolation. Rather, this Sydney Symposium volume rep­
resents a collaborative effort by a leading group of international researchers intent 
on producing a wide-ranging and up-to-date review of research on the nature, 
antecedents, and consequences of social conflict and aggression.

We hope that the published papers will succeed in conveying some of the sense 
of fun and excitement we all shared during the symposium. For more information 
on the Sydney Symposium series and details of our past and future projects (as 
well as photos that show our contributors in more or less flattering situations, and 
other background information) please see our website (www.sydneysymposium.
unsw.edu.au). Twelve previous volumes of the Sydney Symposium series have been 
published. All Sydney Symposium books feature original contributions from lead­
ing international researchers on key issues in social psychology. Detailed informa­
tion about our earlier volumes can be found on the series page in this book and 
also on our website.

Given its breadth of coverage, the present book should be useful both as a basic 
reference book and as an informative textbook to be used in advanced courses 
dealing with social conflict and aggression. The main target audience for this book 
comprises researchers, students, and professionals in all areas of the social and 
behavioral sciences, such as social, cognitive, clinical, counseling, personality, orga­
nizational, forensic and applied psychology, and sociology, communication studies, 
and social work. The book is written in a readable yet scholarly style, and students 
at the undergraduate and at the graduate level should find it an engaging overview 
of the field and thus useful as a textbook in courses dealing with social conflict 
and aggression. The book should also be of particular interest to people work­
ing in applied areas where dealing with and understanding the processes involved 
in preventing, managing, and resolving social conflict and aggression are impor­
tant, such as organizational, forensic, clinical, counseling, educational, sports, and 
health psychology.

We want to express our thanks to the people and organizations that helped 
to make the Sydney Symposium of Social Psychology series, and this thirteenth 
volume in particular, a reality. Producing a complex, multiauthored book such as 
this is a lengthy and sometimes challenging task. We have been very fortunate to 
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work with such an excellent and cooperative group of contributors. Our first thanks 
must go to them. Because of their help and professionalism, we were able to fin­
ish this project in record time and ahead of schedule. Past friendships have not 
been frayed, and we are all still on speaking terms; indeed, we hope that working 
together on this book has been as positive an experience for them as it has been 
for us.

The idea of organizing the Sydney Symposia owes much to discussions with 
and encouragement by Kevin McConkey, Peter Lovibond, and numerous others at 
the UNSW. Our past and present colleagues at the School of Psychology at UNSW 
such as Marilynn Brewer, Kip Williams, Bill von Hippel, and Tom Denson and 
friends and colleagues from further afield have helped with advice, support, and 
sheer hard work to share the burden of preparing and organizing the symposium 
and the ensuing book. We are especially grateful to Suellen and Bill Crano, who 
helped in more ways than we could list here. We also wish to acknowledge finan­
cial support from the Australian Research Council and UNSW, support that was 
of course essential to get this project off the ground. Most of all, we are grateful 
for the love and support of our families who have put up with us during the many 
months of work that went into producing this book.

Joseph P. Forgas, Arie W. Kruglanski, and Kipling D. Williams
Sydney, Australia
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1
The Psychology of Social 
Conflict and Aggression

Homo Aggressivus Revisited
Joseph P. Forgas

University of New South Wales

Arie W. Kruglanski
University of Maryland

Kipling D. Williams
Purdue University

C onflict and aggression appear to be one of the defining features of our 
species. Humans fight, argue, and engage in intraspecies violence at a rate 
that seems to be unique among species. Human history seems so replete 

with amazing feats of intraspecies conflict and violence that some theoreticians 
such as Arthur Koestler (1972) even believed that killing our own has always been 
and continues to be a defining feature of all human societies, from the distant 
historical past to the present. The ancient Maya thought nothing of ripping out 
the living hearts of tens of thousands of captives in a single day; thousands of civil­
ians were killed a few years ago in Bosnia simply because they belonged to the 
wrong ethnic group; Islamic terrorists seem to rejoice in the murder of thousands 
of innocent civilians in the name of ideologies that most of us brought up in the 
liberal, rational, Western tradition would consider bizarre and incomprehensible 
at best (see also Kruglanski & Orehek; Kurzban & Christner; Van Vugt, this vol­
ume). Explaining the roots, features, and consequences of the way human beings 
engage in conflict and aggression has thus been a defining concern for writers and 
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philosophers since antiquity. This volume seeks to present some of the most recent 
leading-edge psychological research and thinking on this perennial topic from a 
group of distinguished international researchers.

We should also note at the outset, however, that the apparently unlimited 
human capacity for conflict and violence needs to be balanced against our equally 
impressive ability for cooperation and altruism. Notwithstanding the ubiquity 
of conflict and aggression, humans are also capable of amazing feats of coordi­
nation, empathy, and even self-sacrifice, and our species is unique in its ability 
to organize and integrate extremely large social groups and units in a way that 
largely precludes the dangers of being caught up in daily conflict and aggression 
(Dunbar, 2008). Most of us who live in modern industrialized societies live uncom­
monly peaceful and safe lives where physical conflict and aggression rarely if ever 
touches us (see also Richardson & Hammock, this volume). In a curious way, the 
very same impressive human capacity for symbolic thought and abstraction that 
drives so much interpersonal and social conflict and violence (see also Leander and 
Chartrand; Fitzsimons & Anderson; Kruglanski & Orehek; Van Vugt; Kurzban & 
Christner, this volume) also lies at the heart of the immense human capacity for 
cooperation and altruism (see also Huesmann et al., this volume). The main objec­
tive of this book is to review and integrate some of the most recent developments 
in research on social conflict and aggression, presenting the work of a select group 
of eminent international scholars in this field.

Despite centuries of debate, there remain fundamental questions about the 
nature and origins of human conflict and aggression. How is conflict generated, 
how do people manage to resolve and deal with their interpersonal and inter­
group conflicts, and what is the most appropriate psychological and social strat­
egy for managing and limiting the destructive consequences of social conflict 
and aggression? What role do evolutionary, cultural, and social variables play in 
the generation and resolution of conflict? What are the most important cogni­
tive, affective, and motivational mechanisms that influence the way an individ­
ual experiences and responds to conflict? What contribution can psychological 
research on conflict and aggression make to understanding interpersonal, rela­
tionship, and intergroup conflicts? These are just some of the issues we intend to 
explore in this volume.

To answer questions such as these, this volume is subdivided into four basic 
sections. The first part of the book, after this introductory chapter, addresses 
some of the general issues and theories relevant to our understanding of social 
conflict and aggression (Chapters 2–5). In the second section of the book, a num­
ber of contributors consider the cognitive and affective processes involved in the 
way social conflict and aggression is experienced and resolved (Chapters 6–10). 
The third part of the book presents research that explores the nature and conse­
quences of interpersonal and relational conflict and aggression (Chapters 11–14). 
Finally, in the fourth and final section of the book, we focus on the larger evo­
lutionary, social, and cultural variables that influence the nature and occurrence 
of social conflict and aggression (Chapters 15–19). We will begin, however, with 
a brief theoretical and historical review of research on conflict and aggression in 
social psychology.
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Studying Conflict and Aggression
The study of human aggression, the violence of people against their own kind, is 
also one of the most time-honored and fundamental topics of psychological research 
and, before that, of social philosophy. Many of the great thinkers over the centuries 
have addressed the topic, including Plato, Niccolo Machiavelli, Thomas Hobbes, 
Georg Spinoza, and Jonathan Swift. In psychology, all the venerated grand theo­
rists of our discipline commented on human aggression including William James, 
Sigmund Freud, William McDougall, and Konrad Lorenz. Even Albert Einstein 
was moved to comment on human destructiveness that he explained in terms of 
the inborn “lust for hatred and destruction.”

The centrality of conflict and aggression as a key topic for understanding human 
nature is evidenced by the fact that it has been studied from an extremely broad 
variety of psychological perspectives, including motivational theories of instinct, 
behavioral theories of learning, cognitive approaches to information processing 
and attribution, evolutionary theories, models of self-regulation and automaticity, 
and biological and neuroscientific vantage points.

Aggression and conflict are now also foundational topics in social psychol­
ogy, as they were in sociology and anthropology before. Probably no single topic 
enjoys as much cross-disciplinary interest as aggression. Major theories and much 
empirical research on these topics emerged from many fields, including sociology, 
behavioral genetics, anthropology, ethology, philosophy, literature, and biology. 
Within psychology, every subdiscipline is represented: developmental, clinical and 
counseling, cognitive, neuroscience, human and animal learning, motivation, and 
industrial and organizational psychology. The major grand theories in psychology 
all weigh in on aggression: Freud’s psychoanalytic theory, B. F. Skinner’s behavior­
ism, and Carl Rogers’s and Abraham Maslow’s humanism have all proposed expla­
nations for and mechanisms to guard against aggression. This all-encompassing 
interest is undoubtedly because even though aggression and conflict are ubiquitous 
among nearly all animals they are especially so among humans. As the chapters in 
this book suggest, conflict and aggression can alternatively be viewed as functional 
or dysfunctional, can be analyzed at the individual, relational, and societal level, 
and are often discussed as a constant source of concern as a legal, political, and 
social problem.

Definitions of Conflict and Aggression
Given the ubiquity of conflict and aggression, one may think that at the very least 
we do know what it is that we are talking about. Alas, this is not the case. A recent 
international symposium on conflict (Kruk, 2009) representing nearly all of the 
relevant disciplines resulted in spirited discussion about whether there was even 
common agreement about the definition of aggression. Whereas intent to harm 
was a core definitional property used in many of the disciplines, others required 
additional features such as overt actions, while some denied that intention to 
harm is even relevant to a definition (see also Chapter 4). Some focused solely on 
direct aggression, whereas others considered indirect and subtler forms. So, to ask 
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whether conflict and aggression are related presupposes that everyone has a mutu­
ally agreed-on definition for aggression and for conflict. Rather than imposing con­
sensus, it is probably best to acknowledge the existing diversity of definitions and 
foci, as we do here, so that further research can determine the extent to which 
these concepts are related or operate by different processes.

To determine the extent that conflict and aggression are related, one must ask, 
“Do factors that increase (or decrease) aggression—however we define it—also 
similarly increase conflict?” If the same factors have similar effects on our mea­
sures of both constructs, then we can claim a degree of functional overlap. If a 
factor increases aggression but decreases conflict, then we have evidence that we 
are talking about two very different things. The research represented in this book 
certainly suggests that conflict and aggression are at least related—conflict often, 
but not always, leads to aggression, and aggression is as likely as not to perpetuate 
and exacerbate conflict. We should also note, however, that whereas conflict often 
has functional, real-world origins and is therefore often resolvable by nonaggres­
sive and rational means, aggression in contrast is often based on deeply seated, uni­
versal, and subconscious human characteristics that often defy rational explanation 
and resolution (see especially Chapters 10, 15, and 18).

Psychological Approaches to Conflict 
and Aggression: A Historical Overview

In general, psychological research on conflict and aggression addressed three fun­
damental questions: (1) Where does conflict and aggression come from? (2) What 
elicits it? and (3) What modifies it?

Where Do Conflict and Aggression Come From?

Several early theorists stressed the universal and instinctual nature of conflict and 
aggression. In this vein, James assumed that human “bellicosity” was biologically 
rooted and that people were the most formidable of all the beasts of prey. Freud 
(1922), in reacting to the huge atrocities of World War I, assumed that humans 
have an innate aggressive drive, the death instinct or thanatos. In an imaginative, 
if not poetic (but also rather far-fetched) theoretical move, he assumed that the 
thanatos stems from people’s basic drive to escape stimulation and to return to 
the peace and quiet of the inorganic world. Why, then, do people not just go ahead 
and kill themselves? Because of the contrary force embodied in the life instinct, or 
eros. As a consequence, the thanatos is displaced, and instead of killing themselves 
people find conflict with and aggress against others; in this way they find an outlet 
to instinctual pressures that would have otherwise led to their own demise.

In a somewhat similar vein, McDougall (1921) postulated a pugnacity instinct 
in his famous Introduction to Social Psychology. For McDougall, an instinct was a 
general propensity to pay attention to a given class of objects, to experience a given 
emotion to those objects, and to act toward them in a particular manner. McDougall 
also believed that the instinctual disposition could be modified by learning, so that 
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initially neutral stimuli repeatedly associated with original instigators could come 
to excite the instinctive process. Of course, such instinct-based explanations really 
amount only to a semantic sleight of hand—by calling aggression an instinct we are 
no closer to understanding its fundamental nature and origins.

Later on, Konrad Lorenz (1966), known as the “father of ethology,” also embraced 
the instinct doctrine in the explanation of aggression. Ethologically minded research­
ers, basing their theories on the careful observation of other species, thus saw aggres­
sion as a species-specific adaptation system, an innate behavioral tendency that is 
ultimately functional by promoting the survival of the group (as do also some recent 
evolutionary models of aggression; see Chapters 15 and 18). Aggression is released in 
response to specific stimuli. Lorenz’s model uses a hydraulic system metaphor, where 
pent-up pressure is released by the right kinds of eliciting stimuli.

Lorenz, an avowed pessimist about the aggressive tendencies of our species, 
suggested that to reduce the likelihood of major “explosions” of aggression it is ben­
eficial to engage in slow and controlled releases of aggressive energy, for example, 
in the form of competitive games or sport. Not surprisingly, such grand insights 
based on generalizations of observations of lower animals, including the Greylag 
goose, resulted in Lorenz being much vilified and ridiculed. His notion of instinct 
was much narrower than those of McDougall and Freud; whereas they talked of 
a general but flexible tendency whose expression can take different forms, Lorenz 
assumed that instincts involve rigid fixed action patterns that have their own ener­
gies and that are released by specific stimuli.

Are instinct notions of aggression dead? Not exactly. McDougall’s approach, 
though heavily criticized in his own day, anticipated Len Berkowitz’s contempo­
rary approach in which the tendency to aggress is seen as innate, can be elicited 
subconsciously, for example through exposure to a weapon, but is also flexible and 
modifiable by learning. In this model, all members of the species are assumed to 
possess the innate capacity to aggress, just like they have the innate capacity for 
language—what Steven Pinker (1994) labeled “the language instinct.” The way 
this innate proclivity for conflict and aggression is expressed may vary depending 
on a variety of factors. Just like you may express the language instinct by speaking 
French, Hungarian, or English, one may express one’s aggressive instinct by play­
ing hockey or rugby, spreading malicious rumors, writing nasty reviews about the 
work of others, or engaging in terrorist activities.

What Elicits Conflict and Aggressive Behavior?

The situational cues and circumstances that elicit conflict and aggression represent 
the second fundamental area of investigation addressed by researchers. Freud, in 
his early theorizing, before introducing the concept of the thanatos, believed that 
aggression arose when pleasure-seeking or pain-avoidance impulses were thwarted. 
McDougall argued (contrary to Lorenz) that no specific category of stimuli sets off 
the aggressive process. According to him, the instigation of aggression has to do 
with the experience of frustration or interference with activities dictated by other 
instincts. In this sense, McDougall’s view is rather similar to that offered by the 
early work of Freud.
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Intriguingly, the notion that thwarting is at the root of aggression found a 
powerful and influential reformulation in the well-known frustration–aggression 
hypothesis by Dollard, Doob, Miller, Mowrer, and Sears (1939). The frustration–
aggression link is also central to Berkowitz’s (1993) neoassociationist model of 
aggression in which aggression is assumed to follow from anger (see also Chapter 
9), and anger, in turn, is assumed to follow from some unpleasant experience, such 
as having one’s foot stepped on, having someone rear end your car, or finding out 
that the classy wine you just ordered in a restaurant tastes like vinegar. In this 
sense, Berkowitz’s view is related to the notion of thwarting: thwarting of your 
wishes to have your foot free of pain, or your taste buds pleasantly stimulated 
rather than shocked and traumatized.

What Modifies Conflict and Aggression?

In contrast to the rigid model of conflict and aggression predicting inflexible fixed 
action patterns as described by Lorenz’s ethological approach, most contemporary 
theories recognize that conflict and aggression in humans occur in highly flexible 
and contextually determined ways and can be modified by a variety of mental 
and situational factors. Much research attention has been paid to the question of 
what modifies aggression—indeed, most of the chapters featured here deal with 
the cognitive (Chapter 7), affective (Chapters 8 and 9), motivational (Chapters 6 
and 10), and cultural as well as ideological mediators of conflict and aggression 
(Chapters 18 and 19). More specifically, a variety of psychological mechanisms 
have been shown to influence conflict and aggression.

Modelingâ•… Albert Bandura’s theoretical work on modeling of aggression has 
been extensively applied to the question of whether aggression in the media may 
or may not increase the viewers’ tendency to aggress. The scientific consensus on 
this point seems to be that depiction of violence in the entertainment media legiti­
mizes aggression and increases the tendency to aggress (see also Chapter 17). The 
U.S. surgeon general came to this conclusion, and so did six professional societies 
of physicians and psychologists. Despite the impressive scientific consensus and 
the strength of the evidence on which it is based, the entertainment industry and 
the news media remain largely skeptical about the suggestion that violence in the 
media has any adverse social effects. Depictions of ever more ingenious forms of 
conflict and violence in the media continue unabated.

Catharsisâ•… The question of whether aggression has a cathartic effect has been 
examined by a great deal of research, and the general answer seems to be in the 
negative. However, a more nuanced view suggests that aggression against a per­
petrator of some offense (whether alone or with others) can be satisfying and may 
reduce one’s tendency to aggress against that person, and in this limited sense 
aggression is cathartic. On the other hand, such satisfaction may on occasion also 
act as a reinforcer and may increase the tendency to employ aggressive means in 
the future.
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Normsâ•… In the same way that modeling and media depictions may legitimize 
aggression, other social norms and regulations may have the opposite effects, 
reducing and delegitimizing conflict and aggression. For instance, gender differ­
ences in physical aggression have been partially explained in terms of social norms, 
as were cross-cultural differences in the display of aggressive behaviors, in particu­
lar the notion that individualistic cultures are more aggressive than collectivistic 
cultures (see also Chapters 11 and 15).

Hormonesâ•… The hormonal basis of aggression has been tied to testosterone, 
and the tentative conclusion seems to be that a connection exists between the 
male hormone and assaultive behavior. Intriguingly, the connection seems to 
be bidirectional—high degrees of testosterone appear to augment aggres­
sive behavior, and situations that elicit aggression in turn increase the level of 
testosterone.

Evolutionâ•… The evolutionary approach to aggression has led to several intrigu­
ing recent lines of research and theorizing (see also Chapters 15 and 18). Among 
others, it has been applied to the finding that blood relatives kill each other rarely 
as well as to gender differences in aggression and the finding that spouse battering 
and abuse are more likely to occur among lower (vs. higher) socioeconomic classes 
(see also Chapter 11).

In an impressively audacious analysis, Koestler (1972) even argued that the 
human species suffers from a serious evolutionary flaw, in that our brain evolved 
in a way that is characterized by the poor neural integration between the lower, 
emotional and the higher, symbolic and rational areas. Koestler, reviewing an 
impressive range of psychological, neurological, anatomical, as well as historical 
and sociological evidence, went so far as to suggest that our species is doomed 
to extinction by our own unchecked aggressive tendencies, unless we first find 
a way to correct the flawed structural properties of our central nervous system. 
Koestler wrote at a time when the nuclear annihilation of all humans was a dis­
tinct possibility, and his theories received their fair share of criticism; however, 
the idea that the unparalleled human capacity for intraspecies violence may 
reflect a serious evolutionarily flaw remains and intriguing possibility (see also 
Chapter 15).

Self-Regulationâ•… The self-regulation perspective on aggression departs from 
the notion that the impulse to aggression is automatic or innate. Instead, self-
regulation models suggest that conflict and aggression are amenable self-regula­
tory efforts. However, the successful application of self-regulatory control against 
aggression requires scarce psychological resources. The self-regulatory framework 
suggests that depleting one’s resources would necessarily reduce one’s ability to 
control aggression.

The chapters in this book offer a broad range of new insights on these issues 
and focus on how conflict and aggression can be modified, for example, by intrain­
dividual (see Chapters 6, 8, and 12) as well as by interpersonal (see Chapter 14) and 
social and cultural variables (see Chapters 10, 17, and 19).
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Measuring and Operationalizing 
Conflict and Aggression

Perhaps more than in other areas of social psychology, conflict and aggression 
researchers have employed an ingenious variety of measures in an effort to render 
their operational definitions isomorphic with the concept of intending harm. From 
the earliest research on aggression, clever methods have abounded that attempt to 
bridge the gap between measuring aggression on one hand and being ethical on 
the other. This is a tough requirement that makes aggression measures delightfully 
clever yet always a bit short of the mark. Thus, in addition to the well-known mea­
sures of punching Bobo dolls (Bandura, Ross, & Ross, 1961) and pressing levers 
to shock another individual (Buss, 1961; Milgram, 1974), researchers have placed 
participants into a situation in which they are asked to sound painful or unpleasant 
blasts of noise, to deliver hot sauce to individuals who are on record as disliking hot 
sauce (Lieberman, Solomon, Greenberg, & McGregor, 1999), to choose a weapon 
with which to shoot another participant (Russell, Arms, Loof, & Dwyer, 1996), to 
draw graffiti on classic works of art (Norlander & Gustafson, 1997), or even to kill 
pill bugs in a grinder (Martens, Kosloff, Greenberg, Landau, & Schmader, 2007). 
Of course, there are also self-report measures of what participants would like to do 
to another individual (i.e., aggressive temptations and desires) that list any number 
of mean acts from insult to severe injury (see Ritter & Eslea, 2005, for a review of 
these methods; see also Chapter 9).

Yet one issue that remains a concern in all areas that examine aggression and 
conflict is the external validity of the measures and their relevance to under­
standing real-world aggression and conflict. In much laboratory work, concern for 
ethical treatment of participants outweighs desires for externally valid measures. 
Thus, aggression is measured symbolically, indirectly, and almost always, with the 
implicit or explicit approval of the experimenters. Presenting participants with the 
opportunity to shock another person, to deliver loud noise blasts, or to serve mass 
quantities of hot sauce that another individual must consume all have in common 
an intent to harm another, but within the context of experimental permission and 
to that extent these measures lack a key characteristic of real-life aggression: that 
it is socially undesirable and often sanctioned.

To claim, therefore, that these studies necessarily predict aggression in the 
real world assumes that the impact of external permission is negligible. But this 
assumption is questionable. It would be like saying to high school students as they 
enter the building, “Here are some guns; you may use them if you wish.” Clearly, 
in the real world, people are aware that being aggressive is undesirable, unwanted, 
and often unlawful. Experimental paradigms should attempt to capture and 
manipulate “nonpermissible, inappropriate” aggression so that we can accumulate 
evidence as to whether permission matters for the both patterns and magnitudes 
of aggression.

Similarly, the use of games in conflict research has had a long history of contro­
versy, yet such simulated and controlled conflict situations are clearly useful in some 
contexts (see also Chapter 8). However, many conflicts in the real world are not so 
structured with clear rules and outcomes and are not conducted under the eye of 
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experimenters who have created and supervise the rules. Neighbors argue over 
property and fences and are free to use a variety of tactics but are also mindful that 
the tactics they choose might be used against them in a court of law. These types of 
unstructured, freewheeling, yet nonpermissible forms of conflict are also important 
to study, and experimental social psychologists should strive to create paradigms 
that create such an atmosphere within a controlled context (see also Chapters 3, 4, 
and 13). These contexts are not easy to create; otherwise, we would have seen them 
by now. But social psychologists are a clever bunch, and undoubtedly someone will 
devise such a paradigm in the future. We hope the future is soon.

Overview of the Volume

Section I: Basic Issues and Theories

The book is organized into four parts. The first part, after this introductory chapter, 
is devoted to discussing some of the basic issues and recent theories that inform 
contemporary research on conflict and aggression.

Chapter 2, by Mario Mikulincer and Phillip Shaver, offers a novel, attachment 
theoretical perspective on interpersonal and intergroup conflict. In particular, 
they suggest that attachment theory can help us to understand how (1) people 
experience and cope with interpersonal conflicts, (2) maladaptive forms of resolv­
ing relationship conflicts arise, and (3) intergroup hostility and aggression can be 
understood within an attachment theoretical framework. Attachment theory offers 
important new insights to help explain individual differences in adaptive and mal­
adaptive forms of conflicts and conflict resolution in relationships. The chapter 
also suggests that attachment theory can be a useful framework to understand a 
person’s attitudes and behavior toward out-groups and their propensity for inter­
group conflict.

In Chapter 3, Kipling Williams and Eric Wesselmann outline a comprehensive 
theory of ostracism—being ignored and excluded. Ostracism is a painful yet com­
mon experience, and humans seem to be equipped with an evolved mechanism 
for detecting and responding to cues of exclusion. Such an ostracism detection 
system can be triggered by even the most minimal cues, and responses to ostra­
cism serve to fortify the need satisfaction threatened by ostracism. The chapter 
reviews research on reactions to ostracism, particularly on when and why individu­
als choose aggressive responses rather than prosocial options, and suggests that 
an important factor in ostracized individuals’ responses is the likelihood of being 
reincluded depending on their behavioral responses.

In Chapter 4, Deborah Richardson and Georgina Hammock look at a variety 
of “everyday” forms of conflict and aggression that are often ignored in aggression 
research: passive and psychological aggression that is not motivated by the inten­
tion to cause harm (e.g., inducing guilt), although the effect is often to harm the 
target. Whereas direct or physical aggression is relatively rare in day-to-day life, 
indirect or psychological aggression such as snide remarks or hostile attitudes 
are very common. Indirect aggression is likely to affect individuals’ relationship 
experience and success as well as their sense of self. Richardson and Hammock’s 
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research program brings to the forefront forms of everyday harm-doing and moves 
the focus of aggression from the intent of the aggressor to the effect on the victim. 
Such a victim-centered definition is consistent with a simple definition of aggres­
sion as any behavior that causes harm.

In Chapter 5, Daniel Ames discusses another common and universal aspect 
of social conflict and aggression: what determines the extent to which people will 
seek to be assertive and push hard for their interests? In daily interactions, we must 
frequently choose between giving in or asserting our wishes over others. When 
should we push? Can we push too hard? Ames explores peoples’ informal theories 
of assertiveness and their expectancies for success. What are the short-term gains 
but long-term losses in being assertive? The chapter argues that we all have a gen­
eral belief as to how assertive we should be and how likely it will lead to success. 
Further, people will adjust these expectations depending on the other individuals 
with whom a conflict arises.

Section II: Cognitive and Affective Influences

The second part of the book deals with cognitive and affective influences on the 
way conflict and aggression occurs. In Chapter 6, Pontus Leander and Tanya 
Chartrand explore the cognitive and motivational mechanisms involved when 
an individual’s own goals conflict with the goals and preferences held by others. 
Such goal conflicts often emerge and escalate automatically in social situations. 
In some circumstances people will automatically accommodate to the goals and 
preferences of the people around them. However, more recent studies indicate 
that the mere knowledge about others’ goals is often sufficient to elicit adversarial 
responses, especially when the individual is nonconsciously pursuing goals that 
are oriented toward social divergence or competition (e.g., achievement, autonomy, 
self-enhancement). Thus, interpersonal conflicts may often unfold automatically, 
as individuals are not always conscious of the origins of their interpersonal con­
flicts or know that such conflicts have even occurred.

Chapter 7 explores the role of perspective taking and empathy in conflict strat­
egies. Adam Galinsky, Debra Gilin, and William Maddux suggest that the cogni­
tive skill and ability to become aware of others’ thoughts and the affective capacity 
for empathy—feeling what the others are feeling—play a very important role in 
how individuals deal with and resolve conflicts. Their experiments point to the 
benefits in terms of payoffs of perspective taking over empathy. They also find, 
however, that in certain circumstances in which shared feelings are important 
empathy might result in better outcomes and more positive social benefits.

Chapter 8 looks at affective influences on conflict behaviors. Joseph Forgas 
and Hui Bing Tan argue that mood states have a strong and reliable effect on the 
way people perceive, interpret, and respond to conflict. They report numerous 
experiments showing that positive affect produces a more confident, optimistic, 
and assertive response to conflicts, as happy people negotiate more confidently, 
make interpersonal demands more assertively, and interpret their own and oth­
ers’ social behaviors more optimistically. Other studies find that negative moods 
can also produce distinct benefits in conflict situations, when close attention to 
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external information is required. Thus, those in negative mood are better at detect­
ing deception, are less likely to commit judgmental errors, have better eyewitness 
memories, and produce more effective persuasive messages.

Anger regulation and negotiation is the topic of Chapter 9 by Thomas Denson 
and Emma Fabiansson. They examine the effectiveness of different emotion reg­
ulation strategies such as reappraisal, rumination, and distraction in controlling 
anger during negotiation. Denson and Fabiansson present the results from two 
experiments exploring what impact different anger regulation strategies have on 
behavior in negotiations. Their results suggest that the application of reappraisal 
in negotiation settings is useful in reducing anger, aggressive behavior, and conflict 
compared with rumination or distraction. Thus, training in reappraisal skills may 
be particularly beneficial for individuals who would otherwise use other emotion 
regulation strategies.

In Chapter 10, Arie Kruglanski and Edward Orehek look at the role of the quest 
for personal significance and identity in extreme forms of aggression such as terror­
ism and suicide bombers. What is the psychological explanation for the motivation 
to become a suicide bomber? They suggest that a quest for personal significance 
may be an underlying factor. Ironically, the act of carrying out a suicidal mission on 
behalf of one’s group or religion can elevate one’s sense of importance and meaning. 
In other words, death ensures a sense of immortality. In a series of ingenious experi­
ments, Kruglanski and Orehek provide initial support for their provocative theory.

Section III: Conflict and Aggression in Relationships

This section of the book turns to research on conflict and aggression that occur 
within the framework of established personal relationships.

In a thoughtful Chapter 11, Chris Eckhardt discusses the damaging role that 
entrenched feminist ideology has played in the way intimate couple violence is 
defined, understood, and dealt with within the U.S. social and judicial system. 
Eckhardt reviews the known risk factors that influence interpartner violence such 
as cognitive processing, emotion regulation, and relational dynamics that effectively 
discriminate between abusive and nonabusive individuals. He argues that, despite 
strong and consistent empirical findings that could inform effective etiologic and 
intervention models of interpartner violence, there remains a strong, dominant, 
and ideologically based reactionary feminist view that sees interpartner violence 
as primarily caused by male dominance and male-centered social norms and hier­
archies. There is little convincing evidence supporting this ideological position, yet 
interpartner violence continues to be defined and treated, at least in the United 
States, by interventions and methods that are informed by feminist ideology rather 
than the objective evidence. This chapter brings very valuable insights to the issue 
of how sometimes biased and prejudged ideological positions may thwart the most 
effective treatment of violence.

In Chapter 12, Grainne Fitzsimons and Joanna Anderson look at the role of 
incompatible goals in the generation and management of conflict between cou­
ples. Couples have to manage coordination and conflict on a daily basis, yet most 
research on couples’ conflict focuses on negotiations and trust games. In their 
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chapter, Fitzsimons and Anderson summarize their innovative program of work 
examining how couples that share different goals are also more likely to experience 
conflict. Unlike traditional work on couple conflict, Fitzsimons and Anderson’s 
project examines similar versus dissimilar goal pursuits and argues that goals 
underlie much of how partners view each other and understand each other and 
their motivations to cooperate with each other. They find that dissimilar personal 
goals can lead to increased rates of fighting and increased negativity in response to 
common disagreements.

In Chapter 13 Lisa Zadro examines the possible psychological, contextual, and 
emotional factors that may motivate targets of relational ostracism to enact puni­
tive and vengeful behaviors. Factors that potentially moderate the consequences of 
exclusion are discussed in terms of whether they ameliorate or exacerbate aggres­
sive reactions. The chapter also introduces new experimental research using a 
novel ostracism paradigm, O-Cam, a simulated Web conference that specifically 
investigates the forms of vengeance that targets of ostracism are willing to impose 
on sources.

Chapter 14 deals with the potential dangers of unilateral forgiveness in resolv­
ing conflicts in relationships. Laura Luchies and Eli Finkel look at questions of 
forgiveness in conflict management and suggest that unilateral forgiveness, when it 
helps victims preserve a valuable relationship, is beneficial, but when it preserves a 
relationship that is unlikely to be valuable it leads to negative outcomes. Given that 
victims and perpetrators share joint control over victims’ postconflict outcomes, 
the data suggest that conflict resolution strategies promoting victims’ forgiveness 
should also heighten victims’ sensitivity to whether forgiveness is of future benefit 
to them. Further, forgiveness should be supplemented with strategies designed to 
promote perpetrators’ amend making.

Section IV: Social, Cultural, and Evolutionary 
Factors in Social Conflict and Aggression

The final and fourth part of the book discusses some of the larger evolutionary, cultural, 
and social influences that influence the way social conflict and aggression occurs.

In Chapter 15, Mark Van Vugt outlines an evolutionary “male warrior hypoth­
esis” to explain the many intriguing forms of evidence for human tribalism: the 
tendency to categorize individuals on the basis of their group membership and to 
treat in-group members benevolently and out-group members malevolently. He 
argues that this tribal inclination is an evolved response to the threat of intergroup 
aggression and violence that was endemic in ancestral human environments (and 
is still common today). Van Vugt suggests that intergroup conflict has profoundly 
affected the psychology of men in particular—the male warrior hypothesis—and 
discusses the implications of this hypothesis for managing intergroup relations in 
our society.

In Chapter 16 Craig Anderson and Matt DeLisi present research and theory 
that speculates about the role of environmental variables associated with global 
warming on aggression. If experts are correct in their predictions of global 
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warming (and there are many unanswered questions about this issue), Anderson 
and DeLisi contend that aggression will increase for two reasons: (1) increased 
temperature has a direct impact on increased aggression; and (2) increased tem­
perature has an indirect impact on societal factors that are related to increased 
aggression, like displacement, poverty, and physically uncomfortable living 
conditions. They rely on Anderson’s General Aggression Model to derive these 
intriguing predictions.

In Chapter 17, Ed Donnerstein reviews the literature on various forms of 
media violence (film, TV, games) as well as violence on the Internet. As nearly all 
aggressive movies and games can be readily accessed online, exposure to violence 
is becoming more accessible than ever, including to minors. Further, entirely new 
and realistic forms of aggression are available on YouTube and other Internet sites, 
with the attendant implicit suggestion that there exists a social consensus about the 
appropriateness and frequency of violent acts. It is a whole new world out there, 
and much of it is violent. What effects should we expect to see? Donnerstein sug­
gests that Internet violence has serious implications for the way human beings will 
come to conceive and define acceptable and unacceptable forms of aggression.

Chapter 18 by Robert Kurzban and John Christner applies an evolutionary 
approach to analyzing what role supernatural beliefs play in generating and main­
taining intergroup conflict. They propose that shared supernatural beliefs serve 
an adaptive purpose, in that they signal to both in-group and out-group members 
alike that an individual cannot easily change groups. Thus, supernatural beliefs 
function as commitment devices in the same way that bodily marks, scars, and 
tattoos work as permanent signals of group identification, precluding group switch­
ing. Shared supernatural beliefs are thus “mental markers,” and the surprising 
prevalence of otherwise clearly irrational supernatural beliefs may be understood 
in those terms.

In the final chapter, Chapter 19, Rowell Huesmann, Eric Dubow, and Paul 
Boxer suggest an intriguing and complementary view: that adherence to some 
forms of supernatural beliefs, especially traditional religious beliefs, may act to 
limit and channel social conflict and aggression. In particular, regular exposure to 
religious activities in childhood has ameliorative effects on antisocial and aggres­
sive behavior. It could be that regular church attendance is a marker of good par­
enting, that religious organizations provide social support when problems occur, 
or that religious exposure helps build strong self-regulating internal standards. A 
40-year prospective longitudinal study finds that parental religiosity may act as a 
long-term protective factor against adult aggression. Remarkably, high religiosity 
seems to exacerbate the tendencies of low-aggressive youth to grow up to be low-
aggressive adults but also exacerbates the tendency of high-aggressive youth to 
grow up to be more aggressive. These results are discussed in terms of the poten­
tial social and psychological processes that could explain the effects.

Conclusions
Understanding the nature and causes of social conflict and aggression is one of the 
core questions for psychology. As this introductory review shows, despite literally 
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hundreds of years of philosophical and empirical interest in this topic, a complete 
understanding of the nature, characteristics, and consequences of human conflict 
and violence remain as elusive as ever. Theories range from pessimistic predic­
tions that see Homo sapiens as a fundamentally flawed and violent evolutionary 
freak doomed to extinction (Koestler, 1972) to optimistic views that see conflict 
and aggression as necessary and adaptive response systems that can be effectively 
managed using social and cultural engineering (see also Chapters 15 and 19). The 
chapters presented here represent some of the best contemporary work on social 
conflict and aggression by social psychologists. We have learned a great deal about 
the cognitive, affective, and motivational mechanisms that influence the genera­
tion, experience, and management of social conflict. The chapters included here, 
in their various ways, all confirm that the study of social conflict and aggression is 
a thriving and productive field today. We hope that readers will find this book an 
informative and interesting overview of the current status of this fascinating area 
of inquiry.
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I n recent years, attachment theory (Bowlby, 1973, 1980, 1982, 1988), which 
was originally formulated to describe and explain infant–parent emotional 
bonding, has been applied first to the study of adolescent and adult romantic 

relationships and then to the study of group dynamics and intergroup relation­
ships. In the present chapter we expand the theory as it applies to adults by discuss­
ing attachment-related processes involved in (1) the ways people think, experience, 
and cope with interpersonal conflicts; (2) maladaptive forms of conflict resolu­
tion within romantic and marital relationships; and (3) intergroup hostility and 
aggression. We will begin by presenting an overview of attachment theory and our 
theoretical model of the activation and psychodynamics of the adult attachment 
behavioral system (Mikulincer & Shaver, 2007a), along with an overview of some 
of the intrapsychic and interpersonal manifestations of the senses of attachment 
security and insecurity (attachment anxiety and avoidance). We will then focus on 
attachment theory’s characterization of individual differences in adaptive and mal­
adaptive forms of experiencing interpersonal conflicts and coping with them. Next, 
we will review findings concerning the ways attachment security and the major 
forms of insecurity affect various forms of conflict resolution in close relationships. 
Finally, we will review recent findings concerning ways the senses of attachment 
security and insecurity (anxiety and avoidance) shape a person’s attitudes and 
behavior toward out-groups and reduce or intensify intergroup conflict.
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Overview of Adult Attachment Theory
According to Bowlby (1982), human beings are born with an innate psychobiologi­
cal system (the attachment behavioral system) that motivates them to seek proxim­
ity to supportive others (attachment figures) in times of need. This system, which 
emerged over the course of evolution, accomplishes basic regulatory functions 
(protection from threats and alleviation of distress) and increases the likelihood of 
survival of human infants, who are born with immature capacities for locomotion, 
feeding, and defense. Although the attachment system is most critical during the 
early years of life, Bowlby (1988) assumed that it is active over the entire life span 
and is manifested in thoughts and behaviors related to support seeking.

Bowlby (1973) also described important individual differences in the function­
ing of the attachment system. Interactions with attachment figures who are avail­
able in times of need, are sensitive to one’s attachment needs, and are responsive to 
one’s bids for proximity facilitate the optimal functioning of the system. According 
to Bowlby (1988), these kinds of positive interactions promote the formation of 
a sense of attachment security—a sense that the world is safe, that attachment 
figures are helpful when called upon, and that it is possible to explore the environ­
ment curiously and engage effectively and enjoyably with other people. Moreover, 
positive expectations about others’ availability and positive views of the self as com­
petent and valued (which Bowlby called internal working models) are formed, and 
affect-regulation strategies are organized around these positive beliefs. However, 
when attachment figures are not reliably available and supportive, a sense of secu­
rity is not attained, negative internal working models are formed (e.g., worries 
about others’ intentions and doubts about self-worth), and strategies of affect regu­
lation other than appropriate proximity seeking (secondary attachment strategies, 
conceptualized in terms of two dimensions, avoidance and anxiety) are adopted.

 In studies of adolescents and adults, tests of these theoretical ideas have gener­
ally focused on a person’s attachment orientation—the systematic pattern of rela­
tional expectations, emotions, and behavior that results from a particular history 
of attachment experiences (Fraley & Shaver, 2000; Shaver & Mikulincer, 2002). 
Initially, research was based on Ainsworth, Blehar, Waters, and Wall’s (1978) typol­
ogy of attachment patterns in infancy—secure, anxious, and avoidant—and Hazan 
and Shaver’s (1987) conceptualization of parallel adult styles in romantic relation­
ships. However, subsequent studies (e.g., Brennan, Clark, & Shaver, 1998; Fraley 
& Waller, 1998) revealed that attachment orientations are best conceptualized 
as regions in a two-dimensional space. The first dimension, attachment anxiety, 
reflects the degree to which a person worries that relationship partners will not 
be available in times of need and is afraid of being rejected or abandoned. The 
second dimension, attachment-related avoidance, reflects the extent to which a 
person distrusts relationship partners’ goodwill and strives to maintain behavioral 
independence and emotional distance from partners. People who score low on 
both dimensions are said to be secure, or to have a secure attachment style. The 
two dimensions can be measured with reliable and valid self-report scales and are 
associated in theoretically predictable ways with various aspects of personal adjust­
ment and relationship quality (see Mikulincer & Shaver, 2007a, for a review).
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Attachment orientations are initially formed in interactions with primary 
caregivers during early childhood, as a large body of research has shown 
(Cassidy & Shaver, 2008), but Bowlby (1988) claimed that memorable inter­
actions with others throughout life can alter a person’s working models and 
can move the person from one region of the two-dimensional space to another. 
Moreover, although a person’s attachment orientation is often conceptualized 
as a single global orientation toward close relationships, it is actually rooted in 
a complex network of cognitive and affective processes and mental representa­
tions, which includes many episodic, context-related, and relationship-specific 
as well as general attachment representations (Mikulincer & Shaver, 2003). In 
fact, many studies indicate that a person’s attachment orientation can change 
depending on context and recent experiences (Mikulincer & Shaver, 2007b). 
This makes it possible to study the effects of experimentally primed security 
and insecurity.

A Model of Attachment-System 
Functioning in Adulthood

In summarizing the hundreds of empirical studies of adult attachment processes, 
we (Mikulincer & Shaver, 2003, 2007a) created a flowchart model of the activa­
tion and dynamics of the attachment system. The model includes three major 
components: (1) monitoring and appraising threatening events; (2) monitoring and 
appraising the availability of external or internalized attachment figures; and (3) 
monitoring and appraising the viability of seeking proximity to an “attachment fig­
ure” as a means of coping with attachment insecurity and distress. It also includes 
excitatory and inhibitory pathways that result from recurrent use of secondary 
attachment strategies, and these feedback pathways affect the monitoring of 
threatening events and attachment figures’ availability.

Mikulincer and Shaver (2007a) assumed that the monitoring of unfolding events 
results in activation of the attachment system when a potential or actual threat is 
sensed (unconsciously) or perceived (consciously). That is, during encounters with 
physical or psychological threats—either in the environment or in the flow of inter­
nal free associations—the attachment system is activated, and the primary attach­
ment strategy is set in motion. This strategy leads adults to turn to internalized 
representations of attachment figures or to actual supportive others and to main­
tain symbolic or actual proximity to these figures. Recent studies have shown that 
thoughts related to proximity seeking as well as mental representations of internal­
ized attachment figures tend to be activated even in minimally threatening situ­
ations (Mikulincer, Birnbaum, Woddis, & Nachmias, 2000; Mikulincer, Gillath, 
& Shaver, 2002). However, although age and development result in an increased 
ability to gain comfort from symbolic representations of attachment figures, no one 
of any age is completely free of reliance on others (Bowlby, 1982, 1988).

Activation of the attachment system forces a decision about the availability 
of attachment figures (the second module of our model). An affirmative answer 
to the implicit or explicit question “Is an attachment figure available and likely 
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to be responsive to my needs?” heightens the sense of attachment security and 
facilitates the use of constructive emotion-regulation strategies. These strategies 
are aimed at alleviating distress, maintaining supportive intimate relationships, 
and bolstering a person’s sense of love worthiness and self-efficacy. Moreover, 
they sustain what Shaver and Mikulincer (2002), following Fredrickson (2001), 
call a “broaden-and-build” cycle of attachment security, which expands a per­
son’s resources for maintaining coping flexibility and emotional stability in times 
of stress, broadens the person’s perspectives and capacities, and facilitates the 
incorporation of mental representations of security-enhancing attachment fig­
ures into the self. This broaden-and-build process allows relatively secure 
individuals to maintain an authentic sense of personal efficacy, resilience, and 
optimism even when social support is temporarily unavailable (Mikulincer & 
Shaver, 2007a).

Perceived unavailability of an attachment figure results in attachment inse­
curity, which compounds the distress aroused by the appraisal of a situation as 
threatening. This state of insecurity forces a decision about the viability of further 
(more active) proximity seeking as a protective strategy (the third module of the 
model). The appraisal of proximity as feasible or essential—because of attachment 
history, temperamental factors, or contextual cues—results in energetic, insistent 
attempts to attain proximity, support, and love. These attempts are called hyper-
activating strategies (Cassidy & Kobak, 1988) because they involve up-regulation 
of the attachment system, including constant vigilance and intense concern until 
an attachment figure is perceived to be available and supportive. Hyperactivating 
strategies include attempts to elicit a partner’s involvement, care, and support 
through clinging and controlling responses (Shaver & Mikulincer, 2002), over­
dependence on relationship partners as a source of protection (Shaver & Hazan, 
1993), and perception of oneself as relatively helpless with respect to emotion regu­
lation (Mikulincer & Shaver, 2003). Hyperactivating strategies are characteristic of 
people who score relatively high on the attachment anxiety dimension (Mikulincer 
& Shaver, 2007a).

The appraisal of proximity seeking as nonviable can result in inhibition of the 
quest for support and active attempts to handle distress alone (which Bowlby, 1988, 
labeled compulsive self-reliance). These secondary strategies of affect regulation 
are called avoidant deactivating strategies (Cassidy & Kobak, 1988), because their 
primary goal is to keep the attachment system deactivated to avoid frustration 
and further distress caused by attachment-figure unavailability. This goal leads 
to the denial of attachment needs; avoidance of closeness, intimacy, and depen­
dence in close relationships; maximization of cognitive, emotional, and physical 
distance from others; and strivings for autonomy and independence. With prac­
tice and experience, these deactivating strategies often broaden to include literal 
and symbolic distancing of oneself from distress whether it is directly attachment 
related. Deactivating strategies are characteristic of people scoring relatively high 
on avoidant attachment (Mikulincer & Shaver, 2007a).

In short, each attachment strategy has a major regulatory goal (insisting on 
proximity to an attachment figure or on self-reliance), which goes along with par­
ticular cognitive and affective processes that facilitate goal attainment. These 
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strategies affect the formation and maintenance of close relationships as well as 
the experience, regulation, and expression of negative emotions, such as anxiety, 
anger, or sadness (Mikulincer & Shaver, 2007a). Moreover, the strategies affect the 
ways a person experiences and handles conflictual situations with other individuals 
(including a romantic partner or spouse) or groups. This is the main focus of the 
following sections of this chapter.

Attachment Orientations and 
Interpersonal Conflicts

When analyzing the possible links between the functioning of the attachment sys­
tem and the ways a person experiences and regulates conflicts with other people, it 
is important to remember that the attachment system was “designed,” during evolu­
tion, as an interpersonal regulatory device. According to Bowlby (1982), perceived 
threats and dangers make salient the goal of gaining proximity to and support from 
an attachment figure, and this encourages people to learn, organize, and implement 
behavioral plans aimed at attaining safety and security. Importantly, Bowlby also 
assumed that the attachment system operates in a “goal-corrected” manner. That 
is, a person evaluates the progress he or she is making toward achieving support 
and comfort from a partner and corrects intended actions if necessary to attain 
these goals. Therefore, effective functioning of the attachment system includes the 
use of partner-tailored proximity-seeking strategies that take into account a part­
ner’s needs and preferences (creating what Bowlby, 1973, called a “goal-corrected 
partnership”). This facilitates satisfying, harmonious interactions that might oth­
erwise devolve into intrusive, coercive, or conflictual exchanges rooted in coordi­
nation failures and mismatched needs and goals. Moreover, smooth functioning 
of the attachment system helps people rapidly and effectively restore relationship 
harmony whenever they and their partner have incompatible needs and goals that 
can result in painful interpersonal conflicts.

According to Mikulincer and Shaver (2007a), competent management of inter­
personal conflicts is originally learned during interactions between infants and 
their primary caregivers, mainly when infants search for a caregiver’s protection 
or support. During such episodes, children must not only express their needs 
for proximity and support to gain a sense of security but also must learn to man­
age occasional goal conflicts between them and their caregivers, because these 
may interfere with continued support. Although the foundation of this ability is 
assumed to be an innate aspect of the attachment system (given the goal-corrected 
nature of the system’s operation), interactions with sensitive and responsive care­
givers who can flexibly adapt their goals and responses to children’s attempts to 
deal with goal conflicts allow children to learn effective conflict management skills 
and practice and refine them. In contrast, interactions with a rejecting figure who 
rigidly maintains his or her own goals regardless of children’s attempts to tailor 
their bids for proximity to this figure’s preferences cast a pall over early efforts 
to regulate interpersonal conflicts. Unresponsive attachment figures force a child 
to acquire alternative conflict management skills that may seem adaptive in their 
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original context (e.g., inhibiting expression of one’s needs when a parent responds 
badly to need expression) but can cause trouble later on, when a person encounters 
new relationship partners with different salient needs and preferences.

Mikulincer and Shaver (2007a) hypothesized that relatively secure adolescents 
and adults are likely to emphasize the challenging rather than the threatening 
aspects of interpersonal conflicts and believe they can deal effectively with them. 
These positive beliefs about conflict and conflict management are rooted in secure 
individuals’ views of others as “well intentioned and kind hearted” (Hazan & Shaver, 
1987, pp. 518–519) and their views that they are capable of handling life’s problems 
(e.g., Mikulincer & Florian, 1998). Moreover, their constructive approach to emo­
tion regulation (Shaver & Mikulincer, 2007) may help them communicate openly 
but not threateningly during conflict, negotiate with others in a collaborative man­
ner, and apply effective conflict-resolution strategies, such as compromising and 
integrating their own and their partner’s needs and behaviors. In so doing, secure 
individuals are likely to move their relationships back from inevitable conflicts to 
states of harmony.

Insecure people are likely to appraise interpersonal conflicts in more threaten­
ing terms and apply less effective conflict-resolution strategies. For anxious people, 
conflicts threaten their wish to gain approval, support, and security; they arouse 
fear of rejection and trigger hyperactivating affect-regulation strategies. The peo­
ple are likely to appraise conflict in catastrophic terms, display intense negative 
emotions, ruminate obsessively, and hence fail to attend to and understand what 
their relationship partner is trying to tell to them. This egocentric, fearful stance 
is likely to interfere with calm, open communication, negotiation, and the use of 
compromising and integrating strategies that depend on keeping a partner’s needs 
and perspective in mind. Anxious individuals are likely either to try to dominate 
the interaction (in an effort to get their own needs met) or accede submissively to 
a partner’s demands to avoid rejection.

Avoidant individuals are likely to view conflicts as aversive primarily because 
conflicts interfere with autonomy and call for expressions of love and care or need 
and vulnerability. Avoidant people are likely to downplay the significance of con­
flict while minimizing the importance of their partner’s complaints, to distance 
themselves cognitively or emotionally from the conflict, or to try to avoid interact­
ing with their partner. When circumstances do not allow escape from conflict, 
avoidant individuals are likely to attempt to dominate their partner, in line with 
their need for control, negative models of others, and confidence in their own views. 
This defensive stance is likely to interfere with negotiation and compromise.

The hypothesized links between attachment orientations and responses to 
interpersonal conflict have been examined in several correlational studies. In these 
studies, participants completed self-report scales measuring attachment orienta­
tions as well as scales assessing subjective appraisals of conflicts (e.g., Pistole & 
Arricale, 2003), conflict-management skills (e.g., Taubman-Ben-Ari, Findler, 
& Mikulincer, 2002), the use of constructive conflict-management tactics (e.g., 
Carnelley, Pietromonaco, & Jaffe, 1994), or the use of aggression and conflict-
escalation tactics (e.g., Creasey & Hesson-McInnis, 2001). Other studies have used 
Rahim’s Organization Conflict Inventory (ROCI; Rahim, 1983) to assess reliance 
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on integrating, compromising, dominating, obliging, and avoiding strategies during 
interpersonal conflicts (e.g., Corcoran & Mallinckrodt, 2000; Levy & Davis, 1988).

These studies indicate that people who score relatively high on attachment 
anxiety or avoidance appraise conflicts in more threatening terms and believe they 
are less capable of dealing with conflicts. Moreover, they report having relatively 
poor conflict-management skills (e.g., understanding their partner’s perspective), 
being unlikely to rely on compromising and integrative strategies, and being rela­
tively likely to escalate conflicts (using coercion or outright fighting) or to leave 
a conflict unresolved. Research also indicates that attachment anxiety is associ­
ated with concerns about closeness during conflicts (Pistole & Arricale, 2003) and 
strong conflict-related distress (e.g., Creasey & Hesson-McInnis, 2001). In addi­
tion, anxiously attached individuals react to the priming of rejection concerns with 
less flexibility in conflict-management strategies (Beinstein Miller, 1996), suggest­
ing that their fear of rejection, when heightened experimentally, interferes with 
constructive approaches to conflict resolution.

There are also many studies documenting the links between self-reports of 
attachment insecurities and conflict-management problems within dating and 
marital relationships (e.g., Feeney, 1994; Heene, Buysse, & Van Oost, 2005; 
Roberts & Noller, 1998). Specifically, attachment insecurities have been associ­
ated with reports of less expression of affection and empathy during conflicts, less 
frequent reliance on compromising strategies, more frequent use of coercive or 
withdrawal strategies, more frequent engagement in verbal and physical aggres­
sion, and higher levels of postconflict distress. At the couple level, Senchak and 
Leonard (1992) found that couples in which one or both partners were insecurely 
attached reported more withdrawal and aggression during conflicts than couples 
in which both partners were secure.

There is also evidence that insecure people’s conflict-management difficulties 
are evident to observers of couple members’ behavior during laboratory discus­
sions of unresolved conflicts. For example, Kobak and Hazan (1991) used a Q-sort 
measure of marital attachment and found that husbands and wives who were less 
secure in their marriage were more likely to display facial expressions of rejection 
while discussing a disagreement. In addition, insecure husbands were less likely 
to provide support during the discussion. Similarly, Simpson, Rholes, and Phillips 
(1996), Feeney (1998), and Campbell, Simpson, Boldry, and Kashy (2005) found 
that self-reports of attachment insecurities were associated with expressions of dis­
tress during a conflict discussion with a dating partner. Feeney also found that self-
reports of attachment insecurities were associated with fewer displays of warmth 
and affection during conflict discussions.

Relying on the Adult Attachment Interview (AAI; George, Kaplan, & Main, 
1985) to assess adult attachment orientations, several studies have provided evi­
dence for the expected association between insecurities and destructive behav­
iors during conflicts with a romantic partner (e.g., Babcock, Jacobson, Gottman, & 
Yerington, 2000; Creasey & Ladd, 2005; Crowell et al., 2002). Specifically, indi­
viduals categorized as insecure based on the AAI have been coded as displaying 
less positive affect than their secure counterparts during conflict discussions and 
more frequent expressions of contempt, withdrawal, and stonewalling.
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There is also evidence linking self-reports of attachment insecurities with 
heightened physiological reactivity to relationship conflicts. Powers, Pietromonaco, 
Gunlicks, and Sayer (2006) asked couples to spend 15 minutes discussing an unre­
solved conflict. Salivary cortisol levels (an index of physiological reactivity) were 
assessed before, during, and after the discussion. Results indicated that attachment 
insecurities were associated with greater physiological reactivity to the discussion 
and that gender moderated the effects of the specific kind of attachment insecurity 
(anxiety or avoidance). Whereas avoidant but not anxious women showed height­
ened cortisol reactivity, anxious but not avoidant men evinced this kind of response 
in reaction to the discussion. According to Powers et al., these gender differences 
can be explained in terms of gender-related norms concerning conflicts. Previous 
studies have indicated that whereas women are expected to take an active, leading 
role during conflicts (e.g., to articulate relationship concerns) men are assigned a 
less active role (e.g., Christensen & Heavey, 1990). As a result, the discussion may 
be particularly stressful for avoidant women, who prefer to distance themselves 
from relationship problems, and for anxious men, who tend to express distress and 
take a controlling position in the discussion.

Studies have also found that self-reports of attachment anxiety are associated 
with intensification of the negative consequences of conflict discussions. For exam­
ple, Simpson et al. (1996) found that anxiously attached people reported a stron­
ger decline than secure people in love and commitment after discussing a major 
relationship problem with a dating partner. Gallo and Smith (2001) also found that 
anxious wives, compared with secure wives, reacted to a discussion about a relation­
ship disagreement with more negative appraisals of their husbands. In Campbell 
et al.’s (2005) diary study of daily conflicts between dating partners, more anxious 
participants reported more conflictual interactions across 14 consecutive days and 
reacted to days of intense conflict with a sharper decline in relationship satisfaction 
and a more pessimistic view of the relationship’s future.

Insecure people’s deficiencies in handling interpersonal conflicts are also evi­
dent in studies assessing attachment-related variations in domestic violence. This 
kind of violence often results from repeated failures to solve interpersonal conflicts 
and to prevent conflict escalation—deficiencies we expect to be associated with 
attachment insecurity. However, despite both anxious and avoidant people’s prob­
lems in handling interpersonal conflicts, studies have revealed that attachment 
anxiety is more strongly associated with domestic violence than is avoidant attach­
ment (e.g., Dutton, Saunders, Starzomski, & Bartholomew, 1994; Henderson, 
Bartholomew, Trinke, & Kwong, 2005). For example, Dutton et al. studied 160 
court-mandated men convicted of wife assault and found that self-reports of 
attachment anxiety were associated with more frequent and severe acts of coer­
cion and partner abuse during couple conflicts. Secure attachment was negatively 
associated with most features of domestic violence even in this self-selected, court-
mandated population.

The link between attachment anxiety and domestic violence is evident in two 
other kinds of studies. First, studies comparing attachment orientations of violent 
and nonviolent samples have found that partners who engage in domestic violence 
are more anxiously attached, on average, than partners who do not resort to violence 
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(e.g., Bookwala & Zdaniuk, 1998). Second, studies in unrestricted samples of ado­
lescents and young adults have consistently found that young men and women who 
score higher on attachment anxiety are likely to report more engagement in couple 
violence (e.g., Roberts & Noller, 1998). Importantly, these associations cannot be 
explained by other relationship or personality variables and seem to be mediated 
by reliance on ineffective conflict-management strategies.

 With regard to avoidant attachment, some researchers have suggested that 
avoidant individuals withdraw from conflict rather than become so emotional that 
they attack a relationship partner (e.g., Mikulincer & Shaver, 2007a). Bartholomew 
and Allison (2006) found, however, that avoidant people sometimes became vio­
lent when involved in an escalating series of conflicts, especially with an anxiously 
attached partner who demanded involvement. Similarly, Holtzworth-Munroe, 
Stuart, and Hutchinson (1997) found that avoidance was associated with wife bat­
tering, and Rankin, Saunders, and Williams (2000) found that it was associated 
with more frequent and severe acts of domestic violence on the part of a sample 
of African American men arrested for partner abuse. In addition, Collins, Cooper, 
Albino, and Allard (2002) reported that avoidance measured during adolescence 
predicted relationship violence 6 years later.

Attachment Orientations and 
Intergroup Conflict

The link between attachment insecurities and destructive responses to conflict is 
also evident in the field of intergroup relations. In this context, tensions, frictions, 
and conflicts between groups are a constant and pervasive source of intergroup 
hostility, which is directly manifested in out-group derogation (i.e., the tendency to 
perceive members of other cultural or ethnic groups in less favorable terms than 
members of one’s own group; see Brewer & Brown, 1998, for a review), prejudice, 
and discrimination against out-group members. When intergroup relations become 
tense and conflictive, these hostilities can result in violence, rape, and killing of 
out-group members—even genocide (Staub & Bar-Tal, 2003). Although several 
economic and political factors are involved in the escalation of intergroup violence 
(e.g., economic instability, totalitarian regimes), the ways individuals experience 
and handle intergroup tensions and conflicts can explain individual differences in 
intergroup hostility and aggression. With this in mind, we (Mikulincer & Shaver, 
2001) hypothesized that attachment insecurities, which are characterized by con­
flict-management deficiencies, would be associated with destructive responses to 
intergroup conflict and thereby with more hostility and aggression toward out-
group members.

Social identity theory (Tajfel & Turner, 1986) assumes that out-group deroga­
tion serves a self-protective function: maintenance of self-esteem (“We,” including 
I, are better than “them”). This defensive tendency seems likely to be especially 
characteristic of insecurely attached people. Securely attached individuals can 
maintain a stable and authentic sense of self-worth by virtue of feeling loved and 
accepted by others and possessing special and valuable qualities (Mikulincer & 
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Shaver, 2005). They should have less need to fear and disparage out-group mem­
bers. In his account of human behavioral systems, Bowlby (1982) stated that activa­
tion of the attachment system is closely related to innate fear of strangers and that 
secure attachments mitigate this innate reaction and foster a more tolerant attitude 
toward unfamiliarity and novelty.

In a series of five studies, we (Mikulincer & Shaver, 2001) found strong evi­
dence for these theoretical ideas. First, higher scores on a self-report measure of 
attachment anxiety were associated with more hostile responses to a variety of out-
groups (as defined by secular Israeli Jewish students): Israeli Arabs, Ultra-orthodox 
Jews, Russian immigrants, and homosexuals. Second, experimental heightening 
of the sense of attachment security (subliminal presentation of security-related 
words such as love and proximity, evocation via guided imagery of the compo­
nents of security-enhancing interpersonal interactions, and visualization of the 
faces of security-enhancing attachment figures) eliminated negative responses to 
out-groups. These effects were mediated by threat appraisals and were found even 
when participants’ sense of personal value was threatened or their in-group had 
been insulted by an out-group member. That is, experimentally augmented attach­
ment security reduced the sense of threat created by encounters with out-group 
members and seemed to eliminate hostile responses to out-group members.

Building on these studies, Mikulincer and Shaver (2007b) found that increas­
ing people’s sense of attachment security reduced actual aggression between 
contending or warring social groups. Specifically, Israeli Jewish undergraduates 
participated in a study together with another Israeli Jew or an Israeli Arab (in each 
case, the same confederate of the experimenter) and were subliminally and repeat­
edly exposed (for 20 milliseconds on each trial) to the name of their own security-
enhancing attachment figure, the name of a familiar person who was not viewed 
as an attachment figure, or the name of an acquaintance. Following the priming 
procedure, participants were informed that they would evaluate a food sample 
and that they had been randomly selected to give the confederate hot sauce to 
evaluate. They also learned indirectly that the confederate strongly disliked spicy 
foods. (This procedure has been used in other studies of interpersonal aggression; 
e.g., McGregor et al., 1998). The dependent variable was the amount of hot sauce 
allocated to the confederate.

When participants had been subliminally primed with the name of someone 
who was not an attachment figure, they delivered a larger amount of hot sauce to 
the Arab confederate than to the Jewish confederate, a sign of intergroup aggres­
sion. But security priming eliminated this difference: participants whose sense of 
security had been enhanced delivered equal (relatively low) amounts of hot sauce to 
both the Arab and the Jewish confederate. In addition, participants scoring higher 
on attachment anxiety gave more hot sauce to the out-group member (Israeli Arab) 
than to the in-group member (Israeli Jew). Thus, it seems that people who are 
either dispositionally secure or induced to feel more secure in a particular setting 
are better able than their insecure counterparts to tolerate intergroup differences 
and to refrain from intergroup aggression.

Although these studies indicate that attachment insecurities are associated with 
stronger intergroup derogation and aggression, they did not include assessments of 
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the cognitive processes that underlie such conflict-escalation responses. According 
to Bar-Tal, Kruglanski, and Klar (1989), these destructive responses are driven by 
what they called conflict schemas or mental sets. In their view, people who hold 
a cooperation set anticipate constructive interactions with out-group members 
and cooperative and satisfactory conflict-resolution discussions, which, in turn, 
moves them away from hostile and aggressive responses to out-groups. In contrast, 
people who hold a conflict set anticipate hostile and competitive interactions with 
out-group members and unpleasant and antagonistic conflict resolutions, which, 
in turn, promote intergroup hostility and aggression. These mental sets may be 
brought about by either person factors (e.g., prosocial orientation, Carnevale & 
Probst, 1998) or situational factors (e.g., De Dreu & Nijstad, 2008). Based on find­
ings reviewed earlier, attachment orientations may be one of these factors, with 
attachment insecurities, either dispositional or contextually enhanced, increasing 
the likelihood of adopting a conflict mental set and secure attachment increasing 
endorsement of a cooperation set.

To examine this issue, we followed up a recent series of studies by De Dreu and 
Nijstad (2008) on mental sets and creative thought. In one of these studies, partici­
pants were asked to indicate the extent to which a particular object varying in its 
degree of prototypicality (e.g., car, elevator) is an example of a particular category 
(e.g., vehicle). In this task, inclusion rather than exclusion of the weak prototypical 
objects (e.g., elevator) reflects broad cognitive categories and flexible cognitive pro­
cessing (Rosch, 1975), which are assumed to foster creative thought (e.g., Amabile, 
1983). De Dreu and Nijstad hypothesized that a conflict set leads individuals to 
focus their attention on conflict-related issues and to dismiss or ignore conflict-
irrelevant issues. As a result, a conflict set will involve broader and more inclusive 
thinking about conflict but will result in narrow-minded, black-and-white think­
ing about conflict-irrelevant issues. Indeed, the findings indicated that a conflict 
mental set was associated with more inclusion of weak prototypical exemplars of 
conflict-related categories but less inclusion of weak prototypical exemplars of neu­
tral categories.

Based on this finding, we conducted an exploratory two-session laboratory 
study, reported here for the first time, that involved 80 Israeli Jewish university 
students (53 women and 27 men). We hypothesized that the pattern of category 
inclusion responses reflecting a conflict mental set would be more characteristic 
of insecurely than of securely attached people and would be mitigated by security 
priming (subliminally presenting the name of a security-enhancing attachment fig­
ure). The first session was designed to assess participants’ attachment orientations 
and acquire specific names of security-enhancing figures and other close persons 
to be used later as primes in the second session. In that first session, participants 
completed the ECR inventory (Brennan et al., 1998), a measure of attachment 
anxiety and avoidance, plus two computerized measures of the names of attach­
ment figures and other close persons who were not attachment figures. The first 
of these two computerized measures was a Hebrew version of the WHOTO scale 
(Fraley & Davis, 1997), in which participants were asked to type in a Microsoft 
Excel worksheet the names of their security-enhancing attachment figures. The 
scale included six items (e.g., Who is the person you would count on for advice? 
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Who is the person you can always count on?), and, for each item, participants wrote 
the name of the person who best served the targeted attachment-related function. 
In the second measure, participants were asked to write the names of their father, 
mother, brothers, sisters, best friend, current romantic partner, grandfathers, and 
grandmothers without making any reference to the attachment functions they did 
or did not serve. We assumed that because some of these people’s names were 
not provided as primary attachment figures they probably did not meet the strict 
requirements for that role.

In the second session, conducted 2 weeks later by a different experimenter, par­
ticipants (all of them Israeli Jews) were invited to have a conversation with an Israeli 
Arab student about the Middle East conflict. However, before the conversation, 
participants were asked to perform two cognitive tasks. In the first task—a 30-trial 
computerized word-relation task—participants were randomly assigned to one of 
two conditions: security or neutral priming. In the security priming condition (n 
= 40), participants were subliminally exposed (for 20 milliseconds) to the name of 
their most security-enhancing attachment figure (based on the first session of the 
study). In the neutral priming condition (n = 40), they were subliminally exposed to 
the name of a familiar person who was not selected as an attachment figure.

Following the priming procedure, participants in both priming conditions per­
formed the second cognitive task: a category inclusion task. This task was identical 
to the one used by De Dreu and Nijstad (2008). Specifically, participants received 
four neutral categories and three conflict-related categories (randomly ordered), 
and for each category they rated three objects in terms of their prototypicality 
using a 10-point scale ranging from 1 (not at all) to 10 (very prototypical). The four 
neutral categories (with strong, intermediate, and weak exemplars) were vehicle 
(bus, airplane, camel), vegetable (carrot, potato, garlic), clothes (skirt, shoes, hand­
bag), and furniture (couch, lamp, telephone). The three conflict-related categories 
(with strong, intermediate, and weak exemplars) were weapon (gun, jet fighter, 
screwdriver), army (Cavalry, Al Qaida, hooligans), and ammunition (bullet, dyna­
mite, paving stones). Statistical analyses were performed on the prototypicality 
ratings of weak exemplars. No significant effects were found for ratings of strong 
and intermediate exemplars. For each participant, we computed two total scores: 
(1) inclusiveness of neutral categories (average of ratings for the weak exemplars 
of the four neutral categories, Cronbach’s alpha = .71); and (2) inclusiveness of 
conflict categories (average of ratings for the weak exemplars of the three conflict 
categories, alpha = .74).

To test our predictions, we conducted two-step hierarchical regression analy­
ses with participants’ scores on the ECR attachment anxiety and avoidance scales 
and security priming (a contrast variable contrasting security priming, 1, with 
neutral priming, –1) as the independent variables. In the first step of these analy­
ses, we entered attachment anxiety and avoidance (Z-scores) and security priming 
as a block to examine the unique main effects of these predictors. In the second 
step, the two-way interactions between security priming and each of the ECR 
scores were entered as additional predictors. These regressions were performed 
separately for inclusiveness of conflict-related categories and inclusiveness of neu­
tral categories.
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For inclusiveness of conflict-related categories, the regression analysis revealed 
significant main effects of attachment anxiety (β = .35, p < .01), avoidant attach­
ment (β = .24, p < .05), and security priming (β = –.27, p < .05). As expected, the 
higher the attachment anxiety and avoidance, the higher the prototypicality ratings 
of weak exemplars of conflict-related categories. Moreover, compared with neutral 
priming, security priming reduced the prototypicality ratings of weak exemplars 
of conflict-related categories. The interaction effects were not significant. That is, 
whereas attachment insecurities seemed to involve broader and more inclusive 
thinking about conflict, security priming seemed to reduce the inclusiveness of 
conflict-related categories.

For inclusiveness of neutral categories, the regression analysis revealed signifi­
cant main effects of attachment anxiety (β = –.28, p < .01) and security priming (β 
= .36, p < .01). As expected, the higher the attachment anxiety, the lower the pro­
totypicality ratings of weak exemplars of neutral categories. Moreover, compared 
with neutral priming, security priming increased the prototypicality ratings of 
weak exemplars of neutral categories. Also, the interaction between security prim­
ing and attachment anxiety was significant (β = .31, p < .01). Examination of the 
significant interactions (using the procedure from Aiken & West, 1991) revealed 
that attachment anxiety was associated with lower inclusiveness of neutral catego­
ries in the neutral priming condition (–1) (β = –.59, p < .01) but not in the security 
priming condition (+1) (β = .03). These slopes indicate that security priming was 
able to mitigate anxiously attached participants’ tendency to think about neutral 
categories in less broad and inclusive terms—a tendency Mikulincer and Sheffi 
(2000) observed previously using other neutral categories and other tasks assessing 
creative thoughts.

These results provide encouraging preliminary evidence that attachment inse­
curities are associated with a conflict mental set and that even a temporary sense 
of attachment security reduces the likelihood of adopting such mental sets during 
encounters with out-group members. Further research is needed to determine (1) 
whether insecurely attached individuals’ conflict mental sets are activated during 
encounters with out-group members or tend to be chronically activated during even 
neutral interpersonal interactions and (2) whether these mental sets underlie inse­
curely attached individuals’ hostile and aggressive reactions to out-group members.

Concluding Remarks
Attachment theory, which was originally developed to explain infant–caregiver 
attachment and different attachment patterns in infant–caregiver relationships 
that seem to result from different kinds of caregiving, has been extended first to 
the realm of adult couple relationships and now to relationships in organizations 
(e.g., Shaver & Mikulincer, 2008) and to intergroup relations. Both correlational 
and experimental studies indicate that interpersonal conflicts are handled worse 
by people with an insecure attachment style, whether anxious or avoidant, and are 
handled better by people with a secure style. We consider it highly significant that 
intergroup conflicts might be reduced by helping conflicting parties to feel more 
secure, not just in the intergroup relationships where the conflicts are occurring 
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but also in their close relationships, which attachment theory views as the source 
of security and insecurity. Our experiments, while fairly simple, suggest that this is 
a causal process—that is, that security enhancement precedes a movement toward 
more prosocial attitudes and behaviors (Mikulincer & Shaver, 2007b). The effects 
of such security most likely stem from fairly deep, in some cases not verbally acces­
sible, feelings. They thus add to all of the work in social psychology that focuses 
more intently on forms of verbal negotiation, rationally induced changes in cogni­
tions, and various forms of exposure to members of out-groups. Our studies suggest 
that there may be many contributions to constructive conflict resolution, including 
ones that depend on evolved behavioral systems that may at first seem to have little 
to do with interpersonal conflicts.
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and Aggression
Kipling D. Williams and Eric D. Wesselmann1
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“Socially, Mack and the boys were beyond the pale. Sam Malloy didn’t speak 
to them as they went by the boiler. They drew into themselves and no one 
could foresee how they would come out of the cloud. For there are two pos­
sible reactions to social ostracism—either a man emerges determined to be 
better, purer, and kindlier or he goes bad, challenges the world and does 
even worse things. This last is by far the commonest reaction…” 

John Steinbeck, Cannery Row (1987, pp. 250–251)

O stracism2—being ignored and excluded—is a painful situation that the 
majority of individuals have experienced at least once in their lives and 
sometimes is a daily occurrence (Nezlek, Wheeler, Williams, & Govan, 

2004; Williams, 2009). These experiences can be psychologically and emotionally 
damaging to the target: they can lead to self-defeating behavior (Twenge, Catanese, 
& Baumeister, 2002), impaired self-regulation (Baumeister, DeWall, Ciarocco, 
& Twenge, 2005; Oaten, Williams, Jones, & Zadro, 2008), and self-perceptions 
of dehumanization (Bastian & Haslam, 2010). Furthermore, ostracism has been 
shown to activate the same regions of the brain associated with physical pain 

1	 Both authors contributed equally to the preparation of this manuscript. This material is based on 
work supported by the National Science Foundation under Grant No. 0519209.

2	 Research is unclear on the specific differences among ostracism, rejection, and social exclusion; 
oftentimes these three terms are used interchangeably. We acknowledge there are debates about the 
relations among these terms (see Leary et al., 2006; Williams, 2009), but for the sake of simplicity 
we will use the term ostracism throughout this chapter.
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(Eisenberger, Lieberman, & Williams, 2003) and to lower significantly the targets’ 
perceptions of four basic human needs: belonging, control, meaningful existence, 
and self-esteem (Williams, 2001, 2009; Williams, Cheung, & Choi, 2000; Zadro, 
Williams, & Richardson, 2004; see also Chapter 13 in this volume).

Why Ostracism Hurts the Individual
Social psychologists have theorized that humans are equipped with an evolved 
mechanism for detecting and responding to cues of ostracism (Kerr & Levine, 
2008; Leary, Tambor, Terdal, & Downs, 1995; Spoor & Williams, 2007; see other 
evolutionary links to conflict in Chapters 15 and 18 in this volume). These systems 
are adaptive because at one time in our evolutionary history being ostracized from 
a social group could harm an individual’s chances at survival—a form of “social 
death” (see Williams 2007; also Baumeister & Leary, 1995). Williams (2009) 
argues that these systems should be quick and crude, reacting at the slightest cue 
of ostracism, so that the individual can preemptively forestall or avoid permanent 
expulsion. Williams posits these cues set off the detection system, which elicits 
the experience of pain in the target individual (see Chen, Williams, Fitness, & 
Newton, 2008, for a discussion of social and physical pain; also MacDonald & 
Leary, 2005), and perceptions of threatened basic needs satisfaction.

Recent Evidence for the Ostracism Detection System

Several recent studies have examined the sensitivity of the ostracism detection system 
by examining the minimal cues and boundary conditions that exist for individuals to 
feel the sting of ostracism. Previous research had focused on studying ostracism in 
various types of face-to-face (Williams & Sommer, 1997) or electronic social interac­
tions (Smith & Williams, 2004; Williams et al., 2000; Williams et al., 2002). Wirth 
and colleagues (Wirth, Sacco, Hugenberg, & Williams, 2010) decided to focus on how 
simple nonverbal cues of ostracism (e.g., lack of eye contact) influenced the detection 
system. These researchers found participants who received less eye contact from a vir­
tual confederate were more likely to feel ignored and excluded, exhibiting the typical 
ostracism effects of threatened need satisfaction and worsened moods.

Kassner, Wirth, Law, and Williams (2010) argue that even the most minimal 
cues can trigger the detection system as long as social information is inherent in 
these cues. They used a virtual reality-based paradigm called Minimal World to 
ostracize participants in a situation where there was no social information present. 
Minimal World placed participants in a virtual environment where they saw two 
squares and a sphere in front of them (nonsocial versions of the player avatars and 
the ball in the Cyberball paradigm; Williams et al., 2000). The sphere moved back 
and forth between the two squares and occasionally moved toward the partici­
pant’s point of view and disappeared. Participants were instructed to press one of 
two buttons when the sphere disappeared—one button sent the sphere back to the 
left square, and the other button sent the sphere to the right square. Participants 
were assigned randomly to one of four conditions in a 2 (ostracism–inclusion) × 2 
(social information–no information) design. In the inclusion conditions, they were 
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given the opportunity to control the sphere 33% of the time (similar to inclusion 
manipulations in other ostracism paradigms). Participants in the ostracism condi­
tions had control over the sphere only twice at the beginning and then never again 
for the duration of the study. The researchers manipulated the social information 
by instructing half of the participants to mentally visualize a “coherent story” about 
the movement of the shapes; the other participants were not given these instruc­
tions. Results demonstrated that participants who were ostracized and given the 
social information experienced distress akin to ostracism in other paradigms, 
whereas participants who were not given the social information did not have dif­
ferent experiences from the inclusion conditions. These researchers concluded that 
as long as there is social information present, cues of ostracism should activate the 
detection system and thwart individuals’ need satisfaction.

Other research suggests cues of ostracism do not have to be directed specifically 
at the individual to activate their detection system. Wesselmann and colleagues 
(Wesselmann, Bagg, & Williams, 2009) investigated how individuals responded to 
witnessing a stranger being ostracized (i.e., not thrown to during a virtual ball-toss 
game). Not only did participants recognize the ostracized individual would feel 
the effects of ostracism (i.e., thwarted need satisfaction and worsened mood), but 
these participants demonstrated distress similar to what they would feel as if they 
were personally experiencing the ostracism. These results, taken with the other 
research on boundary conditions for ostracism, lend credence to the argument that 
the ostracism detection system should crudely and quickly react to even the most 
minimal cues of ostracism (Williams, 2009).

Why the Ostracized Individual Hurts Others
Williams (2009) argued that behavioral responses to ostracism serve a fortification 
function for the need satisfaction threatened by ostracism (see also Leary, Twenge, & 
Quinlivan, 2006; Warburton, Williams, & Cairns, 2006; Williams & Govan, 2005). A 
substantial amount of research has been dedicated to examining the effects of ostra­
cism on individuals’ subsequent behavior, specifically aggressive behavior. Individuals 
appear to be more likely to behave aggressively toward another person after being 
ostracized, regardless of whether the person was involved or uninvolved in the targets’ 
ostracism (Buckley, Winkel, & Leary, 2004; Carter-Sowell, Van Beest, van Dijk, & 
Williams, 2010; Chow, Tiedens, & Govan, 2008; Twenge, Baumeister, Tice, & Stucke, 
2001; Twenge & Campbell, 2003; Warburton et al., 2006; Williams, 2001). Archival 
research even suggests long-term ostracism was a potential impetus for the violent 
behavior of many of the school shooters over the last decade (Leary, Kowalski, Smith, 
& Phillips, 2003). The ostracism→aggression link is not limited to current ostracism 
experiences—even recalling a previous experience of social pain is enough to increase 
individuals’ temptations for aggressive behavior (Riva, Wirth, & Williams, 2010).

Restored Control Reduces Aggression After Ostracism

Some researchers have begun to explore the potential that aggressive responses 
to ostracism may serve to fortify control. Preliminary evidence suggests that 
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individuals strive to exert control after being ostracized (Lawson Williams & 
Williams, 1998). In two studies, they found that ostracized males told a confed­
erate to turn his head (supposedly to better “read” his nonverbal facial expres­
sions) more often than included males and that ostracized females reported higher 
desire for control than included females. Furthermore, aggression allows the indi­
vidual to assert control (Tedeschi, 2001). As an example, research has found that 
individuals who felt no control over their elevation to new majority status (they 
were previously in the minority) were more likely to exert abusive control over 
the new minority members compared with individuals whose rise to new majority 
status appeared to be the result of their own efforts (Prislin, Williams, & Sawiki, 
2010). Thus, we reasoned that when control was sufficiently thwarted ostracized 
individuals might resort to aggression. Warburton, Williams, and Cairns (2006) 
argued that if aggressive responses to ostracism served to fortify threatened needs 
(e.g., need for control), aggressive responses should decrease if individuals were 
given a nonaggressive option to fortify themselves after ostracism. The research­
ers manipulated this nonaggressive option by having participants listen to a series 
of aversive noise blasts. Half of the participants were given control over the onset 
of the blasts; the other half had no control over blast onset. Warburton and col­
leagues found that ostracized participants who were not given the chance to fortify 
themselves by having control over the noise task responded most aggressively to 
ostracism. Ostracized participants given control over the noise task were no more 
likely to aggress than nonostracized people. The researchers concluded that giving 
ostracized participants control over an aspect of their environment fortified their 
threatened needs and reduced their reliance on aggression as a means of fortifying 
these needs.

Predictive Control, Ostracism, and Increased Aggression

Wesselmann and colleagues (Wesselmann, Butler, Williams, & Pickett, 2010) 
extended the argument that control needs have an important function in the 
ostracism→aggression relation. These researchers argued that unpredictable 
ostracism (typically the type experienced in laboratory studies; see Twenge et al., 
2001) provides a double threat for targets: not only does this type of ostracism 
threaten need satisfaction, but it also shakes their confidence in their sociometer. 
Sociometer theory (Leary et al., 1995) is one of the social psychological theories 
that propose the existence of a psychological mechanism (i.e., a sociometer) that 
enables individuals to detect cues of potential ostracism during social interactions; 
a properly working sociometer affords an individual predictive control over an 
interaction.

Wesselmann and colleagues (2010) hypothesized the lack of predictive con­
trol inherent in unpredictable ostracism should increase participants’ aggressive 
responses; participants who can predict ostracism should still perceive some pre­
dictive control and be less inclined to respond aggressively. They manipulated 
predictive control by varying confederate behavior toward participants before an 
ostracism manipulation. Confederates were trained to treat each participant either 
in a friendly or unfriendly manner during a group discussion. After the discussion, 
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participants were informed that either everyone (inclusion) or no one (ostracism) 
wanted to work with them in an upcoming activity. In either of these conditions, 
participants were informed that the task would not accommodate that outcome so 
they would be working with a new participant who arrived late for a different study 
(thus not part of the participants’ group discussion). Participants were instructed 
to prepare a sample of hot sauce for their partner to consume (the aggression mea­
sure). Participants were told that their partner did not like spicy foods and that their 
partner would have to consume however much the participant allocated. Results 
indicated that participants who were treated friendly but subsequently ostracized 
(unpredictable ostracism) perceived that they were less capable of predicting oth­
ers’ behavior (i.e., had a broken sociometer) and subsequently allocated more grams 
of hot sauce than participants who were treated unfriendly before being ostracized 
(predictable ostracism). Wesselmann and colleagues interpreted these findings as 
further evidence for the importance of control needs in how aggressively individu­
als may respond to ostracism.

Are Ostracized Individual Always Antisocial?
Antisocial or aggressive reactions are not the only way individuals respond to ostra­
cism. Several studies have found that ostracized individuals may respond to their 
treatment in prosocial ways, perhaps striving to become reincluded. Ostracized 
individuals have been found to work harder on a collective group task (Williams 
& Sommer, 1997), to conform (Williams et al., 2000), to comply (Carter-Sowell, 
Chen, & Williams, 2008), to obey (Torstrick, 2010), to like or show interest in new 
groups (Maner, DeWall, Baumeister, & Schaller, 2007; Predmore & Williams, 
1983), and to attempt to gain social reassurance by remaining a member of a group 
(Snoek, 1962) than included individuals. Research also finds these individuals 
more likely to emulate a cooperative group member (Ouwerkerk, Kerr, Gallucci, 
& Van Lange, 2005) and to engage in nonconscious mimicry (Lakin & Chartrand, 
2005; Lakin, Chartrand, & Arkin, 2008). Finally, ostracized individuals are more 
socially attentive (Bernstein, Young, Brown, Sacco, & Claypool, 2008; DeWall, 
Maner, & Rouby, 2009; Gardner, Pickett, & Brewer, 2000; Pickett, Gardner, & 
Knowles, 2004).

How do we make sense of these seemingly contradictory behavioral response 
patterns? Recall that Williams (2009) argued that behavioral responses to ostracism 
are focused on fortifying their basic needs that have been threatened. Williams 
argued further that specific behavioral responses to ostracism should depend on the 
types of needs individuals are motivated to fortify. Prosocial responses likely focus 
on fortifying needs for belonging and self-esteem—we refer to these as the inclu-
sionary needs cluster—and aggressive responses likely focus on fortifying needs 
for meaningful existence and control (the power–provocation needs cluster).

This premise has yet to be tested directly in an experimental setting, but 
there are several studies that could be reinterpreted within this framework. First, 
Warburton and colleagues (2006) found that ostracized participants who had 
their control needs restored before the aggression measure were no more likely to 
aggress than included participants; ostracized participants who were not afforded 
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this restoration replicated the typical ostracism→aggression relation. According 
to Williams (2009), ostracized participants who were fortified subsequently would 
not need to respond aggressively because they had already recovered their need 
satisfaction. The research by Wesselmann and colleagues (2010) also supports this 
idea—because predicted ostracism is less of a threat to needs than unpredicted 
ostracism, less aggression would be necessary to recover. Additionally, the Lawson, 
Williams, and Williams study demonstrated increased or desired control follow­
ing ostracism was most likely to occur when individuals were ostracized by two 
others who were friends with each other (but not with the participant). Follow-up 
research demonstrated that people feel the most control threat when they are 
strangers among others who are friends, so we once again see increased control 
exertion as control threat increases (Lawson, Williams, & Williams, 1998).

Other research offers support for Williams’s (2009) need-fortification argu­
ment from a different perspective. Twenge and colleagues (Twenge et al., 2007) 
found that ostracized participants who were either reminded of a positive 
social relationship or had a pleasant interaction with an experimenter before 
an aggression measure were subsequently less likely to respond aggressively. 
Finally, Bernstein and colleagues (Bernstein, Sacco, Brown, Young, & Claypool, 
2010) demonstrated that participants’ needs for belonging and self-esteem had 
an important impact on their prosocial responses to ostracism. These research­
ers found that higher need threats to belonging and self-esteem mediated the 
relation between ostracism and participants’ preferences for interacting with 
potential sources of affiliation.

What Factors Determine Which 
Needs Are Salient?

Williams (2009) argues that attributions based on situational context and indi­
vidual differences are likely to to be an important predictor in how individuals 
choose to fortify their threatened needs behaviorally. These attributions will dic­
tate which cluster of needs (inclusionary or power–provocation) is most salient and 
thus the primary focus for fortification. For example, if the inclusionary cluster 
is most salient, ostracized individuals should choose to behave in prosocial ways, 
which elevate their chance for satisfying belonging and self-esteem. Alternatively, 
when the power–provocation cluster is most salient, ostracized individuals should 
choose antisocial (e.g., aggressive) behaviors to elevate their chance for satisfying 
control and meaningful existence.

Several different situational and individual difference factors can influcence 
attributions for ostracism and ultimately the behavioral reponses from individuals 
(see Williams, 2009, for discussion). We propose that an important factor in ostra­
cized individuals’ attribution processes is their likelihood of being reincluded by 
the target of their subsequent behavioral responses (see also Twenge, 2005). The 
potential for reinclusion by another individual or group should make the inclusion­
ary cluster most salient; if there is little chance for reinclusion, then the cluster 
that is most likely to be focused on is power–provocation. We will now review each 



The Link Between Ostracism and Aggression 43

of the paradigms used in studying the ostracism→aggression relation and then 
discuss how the potential for reinclusion (or lack thereof) may have facilitated anti­
social responses to ostracism due to making the power–provocation cluster most 
salient in each of these paradigms.

General Descriptions of the Typical Ostracism Paradigms

Several paradigms are used to investigate the ostracism→aggression relation in 
experimental settings. We will now describe the general elements of each of 
these paradigms. One is the life-alone paradigm (Twenge et al., 2001), in which 
participants fill out a personality inventory and are first given accurate feedback 
about their introversion–extraversion. Following this, they are randomly assigned 
to receive a prognosis about their future lives: they are told they will have a life 
characterized by strong close relationships or that they will live a life alone, 
devoid of strong continuous relationships. For participants in the life-alone con­
dition, the feedback informs them that they are powerless to do anything about 
their lack of inclusion.

Another paradigm is the get-acquainted paradigm (Buckley et al., 2004; Chow 
et al., 2008; Twenge et al., 2001; Twenge & Campbell, 2003; Wesselmann et al., 
2010). Researchers who use this type of paradigm typically ask participants to 
engage in a group activity designed to allow members of the group to get to know 
each other. Following this interaction, participants are told that they either had 
been rejected by members of this group or had been accepted by them.

The third common paradigm in ostracism research is the ball-tossing paradigm 
(Carter-Sowell et al., 2010; Chow et al., 2008; Warburton et al., 2006). Studies 
using this paradigm engage participants in a ball-tossing game with other con­
federates, either in a face-to-face format (originally used in Williams & Sommer, 
1997) or via an electronic-based computer program called Cyberball (originally 
used in Williams et al., 2000; see also the “O-Cam” in Chapter 13 of this volume). 
Regardless of the format for ball tossing, participants are either included by the 
confederates (i.e., tossed the ball 33% of the time) or ostracized by confederates 
(i.e., tossed the ball twice at the beginning of the game and then never again). A 
typical game lasts between 3 and 5 minutes.

Each of these paradigms has been adapted in various studies, manipulat­
ing different situational factors to elucidate the processes and nuances of the 
ostracism→aggression relation. We will now discuss these studies in detail, focus­
ing on how these different situational factors may have influenced participants’ 
perceptions of no potential for reinclusion, making the power–provocation cluster 
more salient than the inclusionary cluster.

Aggression Toward the Source of Ostracism

The majority of research on the ostracism→aggression link has examined aggres­
sive behavior toward the sources of ostracism. These studies have used varia­
tions on both the get-acquainted paradigm (Buckley et al., 2004; Chow et al., 
2009, Study 2; Twenge & Campbell, 2003, Study 3) and the Cyberball paradigm 
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(Carter-Sowell et al., 2010; Chow et al., 2008, Study 1). In all of these studies, 
participants were given the opportunity to aggress against the individuals who 
were responsible for their previous ostracism. Participants also were not given a 
reason or explanation for their ostracism. In these situations, the power–provo­
cation cluster should be most salient because participants likely did not expect 
the opportunity for reinclusion by the sources of ostracism. Chow and colleagues 
(2009, Study 2) manipulated information about the sources’ perceptions of the 
participant and found that participants who thought they were ostracized due to 
the sources’ misinformation were less likely to aggress because the participants 
could make an external attribution for the ostracism. These participants knew 
that they would not have the ability to be reincluded by the sources of ostracism, 
but they also thought that the ostracism was due to misinformation rather than 
something inherent about themselves.

Anecdotally, there are also indications that targets of the dyadic and interper­
sonal form of ostracism, the silent treatment, often resort to aggression toward the 
source of the silent treatment as a way to provoke a response (Zadro, Arriaga, & 
Williams, 2008; for other examples of interpersonal assertiveness and violence in 
this volume, see Chapters 2, 5, 11, 12, and 13).

Aggression Toward a Stranger

There have also been programs of research examining participants’ aggressive 
responses toward strangers. These studies have also used variations on the get-
acquainted (Twenge et al., 2007, Studies 4 and 5; Twenge & Campbell, 2003, 
Study 4) and ball-toss paradigms (Warburton et al., 2006), as well as the life-alone 
paradigm (Twenge et al., 2001, Studies 1–3). We argue that the power–provo­
cation cluster was most salient in each of these studies, similar to the studies 
where the targets of aggression were responsible for participants’ ostracism. 
The studies that used the life-alone paradigm (also Twenge et al., 2001, Study 
4) gave ostracized participants the opportunity to aggress against a stranger 
who provoked them. Participants likely did not expect to be included by these 
strangers, even though they were not the source of participants’ ostracism—
provocation is not a typical response from a source of inclusion or acceptance 
(see Leary et al., 1995). The studies using the ball-tossing and get-acquainted 
paradigms are a bit more perplexing when considering how the power–provo­
cation cluster was most salient. None of these studies offered participants the 
opportunity to interact with the stranger other than via the aggression measure, 
effectively removing this stranger as a potential source of reinclusion for par­
ticipants. Wesselmann and colleagues (2010) offer us an additional explanation 
for why the get-acquainted paradigm may make the power–provocation cluster 
more salient than the inclusionary cluster. The traditional get-acquainted para­
digm confronts participants with unexpected ostracism, thus threatening their 
perceptions of their ability to predict and forestall ostracism. These individuals 
would be less likely to focus on striving for reinclusion (i.e. inclusionary cluster) 
and instead should focus more on fortifying power–provocation cluster (typi­
cally via aggression).
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The Influence of Attributions and 
Expectations in the Resignation Stage

Williams (2009) argues that if ostracism persists over an extended period of time 
individuals will progress to a third stage—resignation. Extended ostracism can 
be from the same individual or group or by any number of different sources. If 
individuals find that their behavioral responses to ostracism fail to restore their 
need satisfaction, they learn that any attempt to recover from ostracism is likely 
futile. These individuals should then develop feelings of alienation, depression, 
helplessness, and unworthiness. It is likely that each of these negative outcomes 
from chronic ostracism will influence attributions for ostracism and ultimately 
expectations for reinclusion.

The resignation stage of ostracism has been largely ignored in scientific research, 
particularly in experimental paradigms due to the ethical and practical concerns 
of manipulating chronic ostracism in a laboratory. Several studies lend support to 
a potential link among chronic ostracism, expectations for reinclusion, and aggres­
sion. Maner and colleagues (2007) found that individuals who were high in Fear 
of Negative Evaluation (who expect generally unpleasant social interactions) per­
ceived potential sources for reinclusion as hostile after experiencing ostracism, 
whereas individuals low in this trait responded favorably to these sources. Zadro 
(2004; Chapter 13 in this volume; see also Williams, 2001) conducted qualitative 
interviews with over 50 individuals who reported experiencing chronic ostracism 
from coworkers, friends, or family members. Several of these individuals reported 
engaging in aggressive behaviors in an attempt to be noticed, particularly when 
other attempts at reinclusion proved futile. Finally, research using the life-alone 
paradigm (Twenge et al., 2001) may also be reinterpreted in this framework. Recall 
that individuals in the life-alone condition are told that they will face ostracism for 
the rest of their lives, regardless of how much effort they dedicate to reinclusion. 
Participants in this condition typically respond to potential sources of reinclusion 
with aggression. This life-alone condition is the closest experimental manipulation 
of chronic ostracism currently in the literature, even though it is limited by its 
prospective nature.

Resignation Stage, Need Salience, 
and Extreme Aggression

Perhaps one reason for the current fascination with the ostracism→aggression rela­
tion is that we are searching for explanations for a recent surge in seemingly irra­
tional and socially intolerable behaviors that have appeared worldwide: random 
acts of monstrous violence. In news reports that we consider almost routine now, 
we are bombarded with stories of countless incidences in which individuals, often 
students in high school or college, have wielded weapons and, without apparent 
concern for their own survival, have shot and killed many of their peers and teach­
ers. We have witnessed people’s willingness to conduct terrorist acts against count­
less and unknown others, again with plausible certainty that in carrying out these 
acts they will perish with the victims.
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School Violence

Since 1994, in U.S. schools alone there have been more than 220 separate shoot­
ing incidents in which at least one person was killed and 18 episodes that involved 
multiple killings (Anderson et al., 2001). Mass shootings at schools and other public 
places are occurring with increasing frequency and in a growing number of other 
countries. Reasons for this upsurge in violence are still not clear, but a recent line 
of investigation has linked such incidents with growing social isolation (Twenge, 
2000), and further evidence is beginning to emerge that prolonged experiences 
of ostracism may have played a significant motivating role in the actions of many 
perpetrators. In their case analysis of 15 post-1995 U.S. school shootings, Leary et 
al. (2003) suggest that chronic ostracism was a major contributing factor in 87% of 
cases. Studies of Martin Bryant, who, in 1996, killed 35 people at a popular tour­
ist attraction at Port Arthur in Tasmania, suggest that he felt lonely and isolated 
(Bingham, 2000; Crook, 1997), and Robert Steinhauser, who killed 16 people at 
his former high school in Erfurt, Germany, in 2002, though not a social outcast 
(Lemonick, 2002), had been greatly upset by a significant act of ostracism—expul­
sion from his school. Very recently, at Valparaiso High School in Indiana, a 15-year-
old boy held hostage and slashed with two sharp-edged blades—one described as 
a machete—seven of his classmates. When peers were asked about this boy, it was 
reported, “He was so invisible at Valparaiso High School this fall that students 
who sat next to him in Spanish class didn’t know his name” (“7 Valparaiso High 
Students Hurt in Stabbing Rampage,” Indianapolis Star, November 25, 2004). The 
consequences of being ostracized, either intentionally or unintentionally, seem to 
be a thread that weaves through case after case of school violence.

We propose that these events can be reinterpreted as situations where the power–
provocation cluster was likely more salient than inclusionary needs. Individuals who 
face chronic ostracism should not expect opportunities for reinclusion, having any 
previous attempts to fortify the inclusionary cluster prove ineffective. If an individ­
ual has been continually thwarted in attempts to be reincluded, then he or she has 
no reason to expect to be included in future interactions. Thus, the power–provoca­
tion cluster should be the most salient option for need fortification, and aggressive 
behavior is an effective method for satisfying this goal (Williams, 2009).

Extremist Groups

Many instances of school violence involve lone perpetrators, or at most a small 
group of perpetrators (e.g., the perpetrators of the Columbine High School mas­
sacre). There are other acts of violence perpetrated by larger groups of disaffected 
individuals in different social settings that may be relevant to our discussion of how 
extended exposure to ostracism can facilitate violence. Wesselmann and Williams 
(2010) argued that individuals who are consistently ostracized by individuals or 
groups may become potential candidates for recruitment by dubious groups, such 
as cults, gangs, and even terrorist organizations. In general, ostracized individuals 
are more likely to comply with social influence tactics (Carter-Sowell et al., 2008) 
or to conform to group norms and expectations (Ouwerkerk et al., 2005; Williams & 
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Sommer, 1997). This striving for acceptance extends beyond controlled behaviors; 
ostracized individuals are more likely to mimic other individuals in a nonconscious 
manner (Lakin & Chartrand, 2005; Lakin, Chartrand, & Arkin, 2008). What if 
ostracized individuals strive to be reincluded so much that they do not rationally 
appraise the motives behind or consequences of being willingly influenced by the 
potential sources of reinclusion? Chapter 10 in this volume sheds further light on 
this possibility.

We propose that long-term ostracism can cause such a strong desire to 
belong, to be liked, by someone—perhaps anyone—that individuals’ ability 
to discriminate good from bad and right from wrong may be impaired to the 
point that they may become attracted to cults and extremist groups that could 
ultimately influence them to acts of violence. Political scientists Tom Nairn  
and Paul James (2005) suggest that the profile of Australian citizens who had 
recently joined terrorist groups like Al Qaeda is of individuals who feel isolated, 
marginalized, or ostracized within their society and who are attracted to the 
intense face-to-face connectedness that these extremist groups have to offer. 
Joining and following the dictates of extremist groups fulfill needs not only for 
belonging and self-esteem but also for control and recognition because these 
groups promise retribution, worldwide attention, and personal significance (see 
Kruglanski, Chen, Dechesne, Fishman, & Orehek, 2009; see also Chapter 10 in 
this volume).

Conclusions and Future 
Directions for Research

Ostracism is a painful event that many individuals experience, sometimes on a daily 
basis (Nezlek et al., 2004). Research has demonstrated that aggression is a common 
response to ostracism and is likely focused on recovering thwarted need satisfac­
tion (Williams, 2009). This chapter reviewed research on individuals’ reactions to 
ostracism over time, particularly on when and why individuals choose aggressive 
responses rather than prosocial options. We proposed an extension to Williams’s 
need–recovery hypothesis on how to predict whether individuals will respond with 
pro- or antisocial behaviors in response to ostracism. We argue that an important 
factor in ostracized individuals’ attribution processes is their likelihood of being 
reincluded by the target of their subsequent behavioral responses. We reviewed 
the experimental research documenting the ostracism→aggression link, highlight­
ing the elements of those studies that are consistent with this interpretation.

The third stage of ostracism—the resignation stage—is particularly relevant to 
our discussion of expectations for reinclusion. Individuals who experience chronic 
ostracism have had their need satisfaction consistently thwarted and likely have 
resigned themselves to their lack of opportunities for inclusion. These individuals 
find themselves in a situation where power–provocation needs are their last bas­
tion for fortification. This argument is consistent with the literature document­
ing the link between chronic ostracism and extreme violence (Leary et al., 2003; 
Williams, 2001). However, much of this research is correlational and often based 
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on qualitative interviews or anecdotes. Future research needs to focus on inves­
tigating the resignation stage in rigorous experimental settings, particularly how 
perceptions for reinclusion may make aggressive responses more likely than proso­
cial responses to ostracism. When we achieve a sophisticated understanding of 
chronic ostracism, we will have better insight into when and why individuals may 
engage in antisocial and destructive responses.
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4
Is It Aggression? 

Perceptions of and Motivations for 
Passive and Psychological Aggression

Deborah South Richardson and 
Georgina S. Hammock

Augusta State University

T his chapter reviews programs of research on correlates and perceptions 
of “everyday” forms of aggression that often are not considered in tradi­
tional aggression research. These studies reveal that everyday passive and 

psychological aggression are often motivated by intentions other than the inten­
tion to cause harm (e.g., inducing guilt), although the effect is to harm the tar­
get. Similarly, comparison of perceptions of psychological and physical aggression 
reveal that psychological aggression, which is defined in terms of harming an indi­
vidual’s self-regard, may be perceived as less damaging than physical aggression, 
although the potential for long-term harm is greater (e.g., Follingstad, Rutledge, 
Berg, Hause, & Polek, 1990).

Introduction
Aggression is typically defined as behavior intended to harm another person (Baron 
& Richardson, 1994). Although there has been some argument about whether 
intention should be central to the definition of aggression (i.e., aggression is behav­
ior that harms, regardless of intention of the aggressor), most current definitions of 
aggression involve the concept of intention to harm. Such definitions thus require 
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that we consider the observer’s inference about an actor’s goals (Tedeschi & Felson, 
1994) and that we consider a variety of types of harm.

The harm of direct aggression is readily apparent, and intention seems to 
be easily determined. A person who delivers a blow or a face-to-face insult to 
another person is clearly intending to cause harm. Most theoretical treatments 
and empirical findings regarding human aggressive behavior have focused on 
such obvious aggressive acts. However, some types of harm are more elusive, 
more open to alternative interpretations. For example, I might comment on an 
acquaintance’s unusual form of attire out of curiosity or to make him feel self-
conscious; my curiosity would not be harmful, but an attempt to make him self-
conscious would be. Similarly, forgetting to pick up the wine on the way home 
when we are having a dinner party might be an honest mistake, or it might be 
an attempt to make my partner look bad to company (that I didn’t want to have 
anyway). These less direct forms of aggression do indeed cause harm, but they 
are easier to deny and more difficult to interpret; in addition, the aggressor can 
deny the intent to harm. These forms of aggressive behavior may have other 
goals in addition to or instead of harm to the target. For example, psychological 
aggression may harm the target by humiliating or demeaning him or her; pas­
sive aggression may harm a target by obstructing a goal; indirect aggression may 
harm a target by disrupting relationships.

We argue that it is important to consider the various forms of aggression 
because direct or physical aggression is not what people are likely to experience 
most frequently in their day-to-day lives. They are more likely to be victims of 
snide remarks or hostile attitudes than they are to be victims of criminal violence. 
Individuals are more likely to gossip about someone than to slap or kick them. 
The more subtle, less direct kinds of aggression are likely to affect individuals’ 
relationship experience and success as well as their sense of self. Thus, we have 
focused on these forms of aggression in an attempt to capture the experience of 
everyday people experiencing everyday aggression. Of course, a variety of forms 
of everyday aggression are not addressed in this chapter—experiences such as 
road rage, racial or sexual discrimination—but in many cases those specific forms 
of everyday aggression might also be considered expressions of either passive or 
psychological aggression.

Passive Aggression
Passive aggression is behavior that is intended to harm another living being by 
not doing something, by obstructing the target’s goals. This is in contrast to other 
forms of aggression such as direct or indirect verbal or physical aggression. Direct 
aggression involves direct confrontation with the target (e.g., physical blows, verbal 
insults), whereas indirect aggression is nonconfrontive, delivering harm through 
another person or object (e.g., spreading rumors, damaging target’s property). 
Indirect aggression (sometimes called relational or social aggression) has received 
considerable attention from researchers in recent years (Archer & Coyne, 2005; 
Björkqvist, Osterman, & Lagerspetz, 1994; Crick & Grotpeter, 1995; Richardson 
& Green, 2006). Chapter 17 in this volume notes that indirect aggression may take 
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a variety of forms, including cyberaggression and using social networking to deliver 
harm to another. Passive aggression, however, has received little attention.

Passive aggression has been defined, conceptually and operationally, in a 
wide variety of ways in the research literature. In a study of driver character­
istics associated with aggressive driving and road rage, passive aggression was 
defined as “impeding traffic” (Dukes, Clayton, Jenkins, Miller, & Rodgers, 2001, 
p. 323). Kingery’s (1998) Adolescent Violence Survey includes a passive aggres­
sion subscale consisting of items such as “Talked about someone’s faults to other 
people so others wouldn’t like them” and “Prevented someone from going where 
he/she wanted to go by getting in the way.” In a study in which participants judged 
a variety of aggression actions, passive aggression was defined as “withholding 
available and needed resources” (Berkowitz, Mueller, Schnell, & Padberg, 1986, 
p. 887).

Although direct reference to passive aggression is relatively rare in the 
research literature, several lines of research are closely related. For example, 
Williams and colleagues’ work on social ostracism has some clear connections to 
our concept of passive aggression (Sommer, Williams, Ciarocco, & Baumeister, 
2001; Williams, 1997; Williams, Shore, & Grahe, 1998; see also Chapters 3 and 
13 in this volume). These researchers define social ostracism as “the silent treat­
ment.” Both perpetrators and targets of such social ostracism report that the pri­
mary motive is punitive, “to punish or correct the target; to hurt or seek revenge” 
(Sommer et al., p. 229), and the primary emotion reported in both target and 
source narratives is anger. Thus, such social ostracism might be reasonably con­
sidered a form of passive aggression, behavior that is intended to punish or hurt, 
that involves anger, and that involves not doing something (i.e., not attending to 
the target).

Passive aggression is likely to be an especially attractive strategy in some con­
texts. Like other nondirect forms of aggression (which may include both indirect 
or social aggression as well as passive aggression), passive aggression may be a 
desirable alternative when an individual wants to avoid detection or retaliation. It 
provides the aggressor an easy opportunity for denial (i.e., “I didn’t do anything”) 
as if by not doing he or she is blameless. Thus, the passive aggressor denies the 
harm that may come from such behavior.

We have conducted two lines of research aimed at providing a clearer under­
standing of the nature of passive aggression. The first was designed to determine 
whether passive aggression can be considered a unique form of aggression, dif­
ferentiated from other forms of nondirect aggression (e.g., indirect or relational 
aggression). The second, which was designed to determine how the different forms 
of aggression are perceived by aggressors and targets, is most directly relevant to 
the topic of this chapter; as we consider the question of the extent to which each 
form of aggression is perceived to be harmful or might be perceived as meeting 
other goals, we are, in essence, asking, “Is it aggression?”

An understanding of the distinctiveness (or lack thereof) of passive aggression 
is an important starting point. Thus, we will summarize the results of the first line 
of research before focusing on the research that examines motivations and effects 
of the different forms of aggression.
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Distinctiveness of Passive Aggression

Three studies examined whether passive aggression could be distinguished from 
direct and indirect aggression. The Richardson Conflict Response Questionnaire 
(RCRQ), which has been used in a variety of investigations of direct and indi­
rect aggression (Richardson & Green, 2003), was modified to include items 
measuring passive aggression (e.g., “Did not do what the other person wanted 
me to do,” “Gave the person the ‘silent treatment,’” “Failed to return calls or 
respond to messages”). In the first study, on conflict in the workplace, partici­
pants reported how they responded when angry with a supervisor, a coworker, 
or a subordinate. The second study examined responses “in general.” The third 
study inquired about responses when angry with romantic partners, siblings, 
coworkers, or friends.

If passive aggression is a distinct form of aggression it should also be differen­
tially correlated with other measures. The second two studies in this series exam­
ined the relationship of the three forms of aggression with other measures of anger 
and aggression: Spielberger’s (1999) State-Trait Anger Expression Inventory–2 
(STAXI-2) and the Buss–Perry Aggression Questionnaire (AQ; 1992). The STAXI 
measures trait (i.e., dispositional) anger as well as anger expression (anger-in, anger-
out, anger control). Anger-in involves the frequency with which an individual expe­
riences anger but holds it in (e.g., “I tend to harbor grudges that I don’t tell anyone 
about”). Anger-out involves the frequency with which a person experiences anger 
and openly expresses it (e.g., “I lose my temper”). Anger control considers the fre­
quency with which an individual experiences anger but controls it (e.g., “I control 
my temper”).

The results of the two studies were consistent. The primary distinction among 
the forms of aggression was that passive and indirect aggression were more highly 
correlated with anger-in than was direct aggression and that direct aggression was 
more highly correlated with trait anger, anger-out, and anger control. Correlations 
with subscales of the AQ revealed similar findings. RCRQ direct aggression was 
more highly associated with anger and direct verbal and physical aggression sub­
scales of the AQ than were passive or indirect aggression. Replicating results of 
previous research (Richardson & Green, 2003), these findings suggest that passive 
and indirect aggression are likely to be employed by individuals who experience, 
but may have difficulty directly expressing, their anger. Direct aggression, on the 
other hand, may be used by individuals who express their anger more (i.e., anger-
out), who are generally more angry (i.e., trait anger), and find controlling their 
anger to be a challenge.

Based on anecdotal evidence from everyday experiences of members of our 
research team (who could give multiple examples of passive aggressive behavior 
from their romantic partners) as well as literature on dynamics of different types 
of relationships, we expected that passive aggression would be a frequent strategy 
in romantic relationships. For example, Gottman (1994) reports that one common 
response of individuals in unhappy relationships is ”stonewalling,” which involves 
withdrawing from interaction and refusing to address the partner’s complaints, a 
behavior that our model would clearly classify as passive aggression.
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We were correct in this prediction. Participants reported using more passive 
than indirect or direct aggression when angry with a romantic partner. However, 
we found that respondents reported more passive aggression when angry with any-
one (i.e., coworkers, friends, and siblings as well as romantic partners). So, is it 
aggression?

Motivators and Effects of Different Forms of Aggression

The common correlates of passive and indirect aggression suggest that the two 
forms of aggression may not be clearly distinguishable—that they both belong to 
a general category of nondirect aggression. On the other hand, we have distin­
guished them conceptually (i.e., circuitous harm versus harm by not doing), and 
those conceptual definitions suggest that aggressors might be motivated by differ­
ent factors when they are using passive aggression than when they are using indi­
rect aggression. For example, passive aggression, which involves harming another 
person by not doing something, may be intended to annoy the target as much as to 
harm and may not be perceived by either aggressor or target as particularly aggres­
sive. Thus, we conducted two studies to determine whether people might perceive 
the aggressor’s motives and the effects on the victim to vary as a function of type 
of aggression.

We asked participants to evaluate a series of behaviors from the perspective 
either of the aggressor or of the target. Direct aggressive behaviors included “yell 
or scream,” “threaten to hit or throw something,” and “push, grab, shove.” Indirect 
aggressive behaviors included “make negative comments about appearance,” “call 
names behind back,” and “gather other people to my side.” Passive aggressive behav­
iors included “give silent treatment,” “avoid interacting,” and “fail to return calls.”

Participants responding from the perspective of the aggressor were asked why 
they would engage in the behavior and to imagine how the target would feel. For 
example, “Why would you yell or scream at someone?” and “Imagine that you yell 
or scream at someone. How do you think that person would feel?” Participants 
responding from the perspective of the target were asked why someone would 
behave that way toward them and how they would feel in response. For example, 
“Why would someone yell or scream at you?” and ”How would you feel if someone 
yelled or screamed at you?” The aggressor motivations and target effects were as 
follows: to harm–felt harmed, to gain power–felt powerless, to control–felt con­
trolled, to cause distress–felt distressed, to humiliate–felt humiliated, to cause 
guilt–felt guilty.

 The first study in this series asked for responses “in general”; the second study 
asked for responses in specific relationships. In both studies, responses for the 
specific forms of each type of aggression (e.g., for direct aggression, yelling, push­
ing, threatening) were highly consistent, so we created summary scores for direct, 
indirect, and passive aggression.

Because the different motivations and effects were highly correlated in Study 
1, we also created indices of general motivation (i.e., average response to all moti­
vations) and general effects (i.e., average response across all effects). Thus, in Study 
1 we were actually assessing the extent to which aggressors would be generally 
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motivated to perform the aggressive behaviors and the extent to which targets 
would be generally affected by the aggressive behaviors.

Participants perceived that the perpetrator of passive aggression would be gen­
erally less motivated than the perpetrator of either direct or indirect aggression. 
Participants also perceived that passive aggression would have less effect on the 
target than either direct or indirect aggression. Since all of the motivations and 
effects involved a negative experience for the victim, we can infer that passive 
aggression was perceived to be intended to produce a less negative experience for 
the victim, and it was perceived to be less motivated by the desire for negative 
outcomes for the victim. So is it aggression?

The second study in this series involved the same basic procedures as the 
first, but participants were asked to respond with reference to either a same-sex 
friend or a romantic partner. That is, from the perspective of the aggressor, par­
ticipants were asked the extent to which they would be motivated by the various 
factors (e.g., control, harm, humiliate) if they were to aim the passive, indirect, 
and direct aggressive acts toward a same-sex friend or toward a romantic partner 
and the extent to which the target would experience the different effects. When 
responding from the perspective of the target, participants were asked the extent 
to which they would experience the various effects and the extent to which they 
would perceive the aggressor to be motivated by the various factors.

Participants responding from the perspective of an aggressor perceived harm 
to be associated more with direct and indirect aggression than with passive aggres­
sion. Control was associated with direct aggression; humiliation and low levels of 
distress with indirect aggression; guilt with passive aggression. Passive aggres­
sion was perceived as being less motivated by the desire to cause harm to or to 
humiliate the victim and more motivated by the desire to induce guilt than direct 
or indirect aggression. Nevertheless, passive aggression was perceived as being 
intended to cause as much distress as direct aggression and more distress than 
indirect aggression.

The perceived effects on victim of each type of aggressive behavior are notably 
consistent with perceptions of aggressor motivation. From the perspective of the 
target of the aggressive acts, power was associated with direct aggression; humili­
ation and distress with indirect aggression; guilt with passive aggression. Passive 
aggression was perceived to produce less humiliation, distress, or harm than either 
of the other forms of aggression. Again, harm was associated primarily with direct 
and indirect aggression.

Passive aggression was the most frequently endorsed anger response in all three 
studies; in general, participants reported more frequent use of passive aggression than 
either direct or indirect aggression. Thus, it appears that aggression researchers may 
be ignoring a form of aggression that people report they engage in quite frequently.

In sum, our examination of aggressor and victim perspectives on the motiva­
tions and effects of direct, indirect, and passive aggression provides a further under­
standing of the distinctiveness (or lack thereof) of passive aggression. Everyday 
indirect aggression, which is seen as causing harm, humiliation, and distress, is 
consistent with our definition of aggression. Everyday passive aggression is seen as 
causing distress and guilt but as causing relatively little harm; so is it aggression?
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Conclusion: Is Passive Aggression Aggressive?

Our series of studies on passive aggression reveal that it is an “attractive” response 
when angry with someone; it is the behavior that respondents indicated they per­
formed most frequently in general and across a variety of relationships when they 
were angry. The correlations of self-reports of aggression with measures of anger 
suggest that nondirect forms of aggression, including indirect and passive aggres­
sion, are endorsed especially by individuals who report difficulty expressing their 
anger. The nondirect nature of these forms of aggression allows the individual to 
respond when angry but to avoid direct confrontation with the victim.

According to current definitions of aggression, a behavior must be intended to 
cause harm to be considered as aggressive. Our research suggests that the nature 
of that harm may vary with type of aggression. For example, although passive 
aggression was perceived to be less harmful than indirect or direct aggression, it 
was perceived as a mechanism for inducing guilt and for causing distress to the 
victim. An interesting corollary of this aspect of passive aggression is that the ulti­
mate effect of the behavior on the victim may depend to a considerable extent on 
the victim’s chosen response to the aggression. For example, if I intend to induce 
guilt by passive aggressively noting how much hard work I have done for you, 
but you refuse to experience guilt, then my passive aggressive strategy will have 
failed. When one administers direct verbal or physical blows to a victim—or even 
indirect verbal or physical blows—it is difficult for the victim to avoid or deny the 
harm; the victim has little control over the administration of the harm. However, 
in the case of passive aggression, the victim can, in effect, choose whether to 
acknowledge or experience the harm. This might be an interesting question for 
future research that would focus on differential victim response to passive aggres­
sive attempts.

In sum, these examinations of passive aggression suggest that such behavior is 
deserving of the attention of aggression researchers. It is a behavior that can cause 
harm; it is a preferred response to anger; the nature and degree of harm is subject 
to interpretation by the victim.

Psychological Aggression
Aggression researchers have paid more attention to everyday harm that is referred 
to as psychological aggression, especially in the context of research on intimate 
partner violence. Although the research literature reveals no consistent definition 
of psychological aggression, the definitions typically refer to emotional harm or 
the use of tactics such as degradation, ridicule, and social and financial isolation. 
We conceptualize psychological aggression as harmful behaviors that damage the 
self-concept of the individual. The “everyday” nature of this type of aggression 
can be seen in its prevalence in intimate relationships: Capaldi and Crosby (1997) 
reported that 80% of intimate partners engaged in at least one act of psychologi­
cal aggression while being observed discussing a problem with a partner; O’Leary 
and Williams (2006) reported prevalence rates of approximately 90% in a com­
munity sample.
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Psychological aggression is perceived by targets as more harmful than physi­
cal aggression (Follingstad, Rutledge, Berg, Hause, & Polek, 1990; Katz, Arias, 
& Beach, 2000). Studies of the correlates of psychological and physical aggres­
sion reveal common predictors (e.g., Hammock, 2003; Hammock & O’Hearn, 
2002), and the two forms of aggression commonly co-occur (e. g., Follingstad et 
al.; Hamby & Sugarman, 1999; Hammock & O’Hearn; Murphy & O’Leary, 1989). 
Some researchers (e.g., Murphy & Cascardi, 1999; Stets, 1991) have suggested that 
the primary motivation for both forms of aggression in the context of intimate part­
ner relationships may be control of the partner and the relationship. As is the case 
with passive aggression, these “other” motivations do not directly suggest intent to 
harm, but harm may nevertheless be the effect on the victim.

We conducted two studies to determine how third parties perceive the motiva­
tion or intentions behind psychologically and physically aggressive acts in a con­
flict between a husband and wife. The first study examined the effects of type of 
aggression (physical vs. psychological) as well as gender of aggressor. The second 
study also considered the effect of the perceiver’s own experience as victim or per­
petrator of aggression in intimate relationships.

Participants were asked to imagine that they were observing their married 
neighbors having a fight. The scenario depicted a couple engaged in a heated dis­
cussion about money. Some participants read a scenario about the perpetrator using 
physically aggressive acts such as throwing books at the victim, slapping the victim, 
and slamming the victim against the wall; others read about the perpetrator using 
psychologically aggressive acts such as belittling the victim and the victim’s family, 
ridiculing the victim, threatening to financially isolate the victim, and insulting the 
victim. We also manipulated gender composition of the perpetrator–victim dyad, 
with some participants reading about husband-to-wife aggression and others about 
wife-to-husband aggression.

Participants responded to questions about their judgment of the actions and 
actors in the scenario, such as whether the behavior displayed would be consid­
ered abusive, whether the perpetrator should be punished for his or her actions, 
and whether the victim suffered any harm. Respondents also reported the extent 
to which the aggressor was motivated to make the victim feel bad, to control the 
relationship, to injure the victim, to hurt the victim, to gain power in the relation­
ship, and to control the victim.

Physical aggression was generally perceived to have more negative outcomes 
than psychological aggression. Participants reported that perpetrators of physical 
aggression should be punished more and had engaged in more abusive actions than 
perpetrators of psychological aggression. They also considered the victim of physical 
aggression to have suffered more harm than the victim of psychological aggression. 
Nevertheless, the high ratings for both forms of aggression (well above midpoint of 
scale) suggest that psychologically aggressive actions were considered to be harmful, 
abusive, and deserving of punishment—just not as much so as physical aggression.

Psychologically aggressive perpetrators were perceived to be more motivated 
to control the relationship or partner, to gain power in the relationship, and to 
make the victim feel bad than were physically aggressive perpetrators. However, 
psychological and physical aggression were not rated as differentially motivated to 
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cause injury or hurt the victim. Thus, it appears that third parties recognize that 
the intent of the perpetrator of psychological aggression may be negative in a vari­
ety of ways, especially with regard to control and power.

In terms of an overall comparison of psychological and physical aggression, 
participants considered physical aggression to lead to more negative outcomes (e.g., 
abuse, harm), but they did not see it as being more motivated to hurt or injure the 
victim. And, as suggested earlier, psychological aggression was considered to be 
more motivated to control or gain power in the relationships. In terms of defining 
aggression, perceivers certainly recognize that harm derives from attempts to 
cause psychological damage to a partner.

As mentioned earlier, those who have experienced psychological and physi­
cal aggression report that psychological aggression is more harmful and damaging 
than physical aggression (Follingstad et al., 1990; Katz et al., 2000). Therefore, we 
reasoned that individuals who have been victims of psychological aggression may 
be more likely to recognize the pain and harm of such actions when serving as 
third-party perceivers. In Study 2 we hypothesized that those who had been vic­
tims of physical or psychological aggression would perceive those actions as more 
damaging than those who had not experienced such victimization. We measured 
experience with psychological and physical aggression with the Abusive Behavior 
Inventory (Shepard & Campbell, 1992).

Experience with physical and psychological aggression did not relate to partici­
pants’ judgments of the outcomes of psychological and physical aggression. Again, 
participants believed the physically aggressive actions of the perpetrator were 
more deserving of punishment and more abusive than psychologically aggressive 
actions. They also perceived the physically aggressive acts as more wrong than the 
psychologically aggressive acts. Nevertheless, participants consistently judged the 
psychologically aggressive actions quite negatively—though not as negatively as 
those associated with physical aggression.

Participant experience as victims of physical aggression did not relate to percep­
tions of aggressor motivations. However, respondents who had more experience as 
victims of psychological aggression perceived the psychologically aggressive per­
petrator as being more motivated to make the victim feel bad about himself or her­
self and more motivated to control the victim than those who had less experience 
as victims of psychological aggression. Experience with psychological aggression 
was not related to the perception of physical aggression.

These studies taken together suggest that people perceive psychological aggression 
as harmful to the target of such actions—although there is considerable variability in 
the nature of the harm they perceive to be inflicted. Rather than harming the physi­
cal person, the harm may be in the form of psychological distress (making the victim 
feel bad about himself or herself) or in terms of manipulation of the victim (controlling 
the relationship or victim, gaining power in the relationship). These types of harm 
may not come immediately to mind when considering the impact of aggressive acts. 
Nevertheless, the distress and powerlessness experienced by the victim of psychologi­
cal aggression are likely to have a strong negative impact on the recipient and on the 
relationship between the victim and the aggressor, and these bruises to the psyche are 
more frequent occurrences than the more salient, more visible bruises to the body.
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Conclusion
The programs of research reviewed in this chapter bring to the forefront forms of 
harm-doing behavior that are frequently ignored by aggression researchers. This 
research suggests a more inclusive definition of aggression that considers aggres­
sion to have occurred if a target has been harmed, thus moving the focus from the 
intent of the aggressor to the effect on the victim and recognizing that a variety 
of aggressor motivations may lead to a variety of harmful outcomes for the victim. 
Such a victim-centered definition would move us toward new acceptance of the 
simple definition of aggression as a behavior that causes harm.

Or we may want to consider a revolutionary social psychological definition of 
aggression that would incorporate the intention of the aggressor to produce nega­
tive outcomes for a target who experiences harm. Such an approach, which would 
define aggression as an interaction, would be truly social psychological.
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Appendix A. Passive Aggression 
Items for Revised RCRQ

	 1.	Did not do what the person wanted me to do.
	 2.	Made mistakes that appeared to be accidental.
	 3.	Seemed uninterested in things that were important to the person.
	 4.	Gave the person the “silent treatment.”
	 5.	Ignored the person’s contributions.
	 6.	Excluded the person from important activities.
	 7.	Avoided interacting with the person.
	 8.	Failed to deny false rumors about the person.
	 9.	Failed to return calls or respond to messages.
	 10.	Showed up late for planned activities.
	 11.	Slowed down on tasks.
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5
Pushing Up to a Point

The Psychology of 
Interpersonal Assertiveness

Daniel Ames
Columbia University

O n most days, it does not take a great deal of social interaction for us to 
remember that other peoples’ goals and interests are not perfectly aligned 
with our own. We want to sleep in late, and our spouse or child wants to 

get up early. We want a clean sidewalk, but our neighbor forgets to pick up after 
his dog. We want our work colleagues to meet the deadlines they have given us, 
but apparently they have other plans. Wishing it were otherwise—that everyone 
would want exactly the same things we do—is folly. Besides, it would not make for 
a very interesting world; variety is the spice of life. So dealing with this “spice” is 
a significant part of the human condition. How do we cope with the ever-present 
fact that others surround us whose interests and goals diverge from, and sometimes 
oppose, our own? Do we press hard for our goals to be satisfied—and, if so, why? 
Do we yield to others’ claims—and, if so, when?

In this chapter, I want to argue that these questions of how hard we push pervade 
and to some extent define our lives. Accordingly, the matter of when and why people 
push hard or relent in interpersonal conflicts large and small deserves considerable 
attention and care. Indeed, for decades it has been a topic of academic scrutiny in the 
literatures on interpersonal conflict, negotiation, and social dilemmas. There, a well-
established theme in the account of who pushes hard and why is that motivations 
play a central role. Some people care more about winning; others just want to get 
along. This seems irrefutable. One goal of the present chapter is to describe past and 
recent work that takes a complimentary approach to motivation-focused accounts, 
highlighting the role of expectancies in interpersonal assertiveness. Pushing hard is 
not solely a function of what people want but also of what they believe will happen 
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when they make forceful demands or capitulate to others’ requests. I contend that a 
complete account of interpersonal assertiveness needs both of these pieces—expec­
tancies and motivations. And because our lives have so much spice in them, with the 
question of “how hard should I push” shaping our behavior from sunrise to sleep, we 
need a complete account of interpersonal assertiveness.

Assertiveness Defined
I begin by clarifying what I mean by the term assertiveness, which comes not 
so much from an a priori scholarly model but from my interpretation of every­
day perceptions of interpersonal behavior. This could be seen as a folk model 
of interpersonal assertiveness: a continuous dimension characterizing how per­
sons behave or respond in a situation in which their positions or interests are, or 
could be, in conflict with others’ positions or interests. In other words, when goals 
diverge, how hard do people push for their own interests? In considering the set of 
an actor’s possible responses in any given social conflict, I believe both actors and 
observers can and often do array behaviors along a rough dimension of assertive­
ness ranging from passivity and capitulation at one extreme to aggression and hos­
tility at the other. Later in this chapter I discuss how this unidimensional model 
of folk perceptions fits with past theoretical distinctions (e.g., between assertion 
and aggression).

Some concrete examples help to illustrate assertiveness as it is approached in 
this chapter. Imagine that members of a newly formed academic research cen­
ter meet to discuss a senior hire. One member advocates a particular choice, but 
another believes this would be a disastrous move. Does the skeptical member 
unequivocally disparage the proposed choice and champion her own ideas? Does 
she make a more measured observation about expanding the set of options? Or 
does she hold back entirely, hoping someone else will break the silence?

Imagine directors of two nonprofit organizations who share a building are 
planning for much-needed renovations. One director begins by telling the other he 
expects his organization’s space to be entirely refurbished even though he intends 
to pay only a small share of the cost. Does the other director forcefully reject the 
proposal and demand greater cost-sharing? Does she probe for flexibility, and pro­
pose revisions to the plan? Or does she accept the offer as given?

Last, consider a manager concerned with her subordinate’s time management 
skills. Does she confront him directly, stressing negative repercussions if he fails to 
improve? Does she raise questions and offer suggestions for change? Or does she 
avoid the issue altogether, hoping it will correct itself in time?

These cases highlight the kinds of daily choices individuals make in their inter­
personal assertiveness toward others. These situations and behaviors may seem 
disparate, but I believe that they have common underlying psychological processes 
that shape actors’ choices about behavior and observers’ interpretations of acts. I 
define assertiveness as a dimension in everyday perceptions reflecting individu­
als’ interpersonal willingness to stand up and speak out for their own interests 
and ideas, pursuing their objectives and resisting others’ impositions. As shown in 
Figure 5.1, one end of this folk spectrum entails passivity and yielding, whereas 
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the other end features aggression and hostility. In between are gradations ranging 
from engagement and initiation to collaboration and resistance.

This unidimensional approach may seem to confound dimensions that deserve 
to be separated (e.g., how much one asks for vs. how one asks for it) and to make 
neighbors out of constructs that are qualitatively foreign to one another (e.g., 
aggression and assertion). A first point to note is that I use the term assertiveness 
here to describe the wide spectrum that grades possible responses in social conflict 
(i.e., some acts are seen as more or less assertive than others) rather than a par­
ticular point or subrange of responses on the spectrum (i.e., “assertive behaviors” 
as those that fall between passivity and aggression). A second point to stress is that 
this spectrum reflects everyday perceptions of possible responses in a social con­
flict. When people think about how hard they might push in a social conflict, I sug­
gest they often consider gradations of responses ranging from “giving in” to “asking 
for what I want” to “demanding that I get my way.” Scholars have understandably 
taken pains to distinguish between constructs such as assertiveness, often defined 
as expressing one’s own interests, and aggression, usually seen as involving coer­
cion or an intent to harm (e.g., DeGiovanni & Epstein, 1978; see also Chapter 4 in 
this volume). My argument does not deny the importance of such scholarly distinc­
tions but rather reflects the fact that these boundaries may be blurred or gradual 
in folk judgments (which is exactly why scholars have worked so hard to be precise 
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in their own discussions). The present model simply suggests that people may con­
sider the implications of different, perhaps qualitatively disparate, responses in 
social conflict, deciding that some go too far whereas others don’t go far enough. 
Whether this approach has merit should be judged, I think, by how well it fares in 
predicting behavior in social conflict.

Assertiveness and Outcomes
I eventually want to present an account of choices of assertive behaviors (how do 
people decide how hard to push?), but I first turn to some evidence of how asser­
tiveness relates to actual interpersonal outcomes (what happens when someone 
pushes hard?). This step lays important groundwork for the nature and role of 
assertiveness expectancies because it seems entirely likely that peoples’ folk theo­
ries of assertiveness will at least partly reflect how actual assertiveness plays out. 
Put another way, people decide how hard to push in part because they predict, 
flawlessly or not, what happens when they push hard or relent in a particular situ­
ation. So what happens when people push hard or give in?

My answer to this question comes from research I’ve done with Frank Flynn in 
the domain of organizational leadership (Ames & Flynn, 2007; see Ames, 2008a; 
Ames, 2009 for reviews). We began by reviewing thousands of open-ended anony­
mous comments professionals, including working managers and MBA students, 
gathered from coworkers on their behavioral strengths (e.g., what makes them 
effective) and weaknesses (e.g., what behaviors could be developed or improved). 
Assertiveness was not much of a factor in comments about strengths, which tended 
to revolve around intelligence and conscientiousness. However, references to asser­
tiveness dominated weakness comments. Importantly, they did so in both direc­
tions, with some comments referring to too much assertiveness and others referring 
to too little. What many professionals and leaders struggle with, at least in the eyes 
of onlookers, is striking the right balance with assertiveness, pushing hard enough 
to get things done but not so hard that they fail to get along.

This stands in contrast to a long tradition of work on individual differences as 
linear predictors of leadership effectiveness—though there are important excep­
tions, such as Fleishman (1995) and Simonton (1985). Past work has tended to 
hypothesize about and test for qualities that are positively and linearly associated 
with leadership—that is, more of a given attribute (e.g., intelligence, ambition, 
extraversion) means more effective leadership. However, our work on qualitative 
comments from coworkers suggested a curvilinear, inverted-U-shaped relationship 
between assertiveness and leadership effectiveness. Indeed, several follow-up stud­
ies with managers using continuous rating measures have shown that both com­
paratively low and comparatively high assertive leaders were rated as less effective 
by coworkers than those in the middle range (Ames & Flynn, 2007).

To unpack why this happens, we decomposed outcomes into two domains: 
instrumental and relational outcomes. In brief, we found that each domain seemed 
to account for the effect at one end of the spectrum. Instrumental outcomes (get­
ting one’s way, getting things done) seem to improve noticeably as actors move 
from low to moderate assertiveness, with fewer gains beyond that point. Relational 
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outcomes (getting along with others) seem to improve considerably as actors move 
from high to moderate assertiveness, with few gains beyond that point. Thus, high 
assertive leaders tended to be ineffective largely because they failed to get along, 
whereas low assertive leaders tended to be ineffective largely because they failed 
to get their way or get things done.

I believe the lessons from this work on organizational leadership hold more gen­
erally, characterizing the consequences of interpersonal assertiveness as a curvilin­
ear effect with instrumental and relational components. What happens when people 
push very hard? They may undermine their relationships without gaining much 
instrumentally. What happens when people give in? They may lose instrumentally 
without gaining much relationally. While situational differences surely dictate dif­
ferent appropriate levels of assertiveness in a given situation (see Ames, 2009), it 
seems that there may be some middle range of assertiveness that tends to optimize 
outcomes. This idea is the starting point for an expectancy-based account of asser­
tive behavioral choices: what does an individual actor believe is the optimal level of 
assertiveness? Do individuals vary in where they believe this optimal point lies—
and does such variance predict their behavioral choices? The notion that expectan­
cies such as these govern behavior is certainly not new and so before zeroing in 
specifically on assertiveness expectancies, it is worth recognizing this context.

Expectancies
From its earliest days, psychology has portrayed people as having expectations 
about others around them and suggested that these beliefs have a function in regu­
lating behavior (see Roese & Sherman, 2007 for a review). Much of the scholarship 
on interpersonal expectancies has focused on expectations about other people’s 
characteristics and behavior, as in work on stereotyping and self-fulfilling prophe­
cies (e.g., Miller & Turnbull, 1986). Another important and relevant tradition of 
work, addressed in Chapter 2 in this volume, examines the nature and develop­
ment of people’s internal working models of others and their interpersonal attach­
ment styles (see also Campbell, Simpson, Boldry, & Kashy, 2005; Pietromonaco 
& Barrett, 2000). Numerous researchers have highlighted the role of competitive 
expectations about others, linking conflict behaviors to a prediction that one’s con­
flict partner may be aggressive, hostile, or untrustworthy (e.g., Crick & Dodge, 
1994; Diekmann, Tenbrunsel, & Galinsky, 2003; Kelley & Stahelski, 1970; Van 
Lange, 1992).

Such basic expectations about others—whether in the form of a stereotype, an 
attachment style, or some other kind of representation—are certainly important 
in shaping behavior. However, the assertiveness expectancy account presented 
here departs from this tradition by emphasizing expected reactions by another 
to one’s own assertive behavior. Rather than basic or noncontingent expectan­
cies, this account deals with contingent ones: If I do X, this other person will do, 
think, or feel Y. Building on social cognitive models of behavior (e.g., Bandura, 
1986; Mischel & Shoda, 1995), several noteworthy traditions of work have exam­
ined such contingent expectancies. One body of research deals with relational 
schemas or scripts and their impact on relationship behavior and self-construal 
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(see Baldwin & Dandeneau, 2005 for a review). Research in this vein has shown, 
for instance, that the amount of anger displayed in a close relationship depends 
on anticipated partner response (Fehr, Baldwin, Collins, Patterson, & Benditt, 
1999). A related area of inquiry has examined rejection sensitivity, which revolves 
around “anxious expectations” of interpersonal rejection and the associated acti­
vation of defensive responses that can have negative or even self-fulfilling effects 
(e.g., Downey & Feldman, 1996). Elsewhere, researchers examining gender 
dynamics in negotiation have linked women’s assertive behaviors to “anticipated 
backlash,” namely, women’s expectations of how their behavior will be viewed 
and derogated by others (Amanatullah & Morris, 2010; Bowles, Babcock, & Lai, 
2007).

In all of these programs of work, people are portrayed as having different inter­
nal models of how others will react to them or their behavior. Person-to-person 
variance in these models has been linked to a variety of interpersonal behaviors 
and outcomes, such as psychological adjustment. Together, this body of work 
suggests that there is substantial promise in exploring how general assertiveness 
expectancies might shape behavior—how hard people push—across a variety of 
contexts. Those who pessimistically expect that high levels of assertiveness will be 
costly will tend to show lower levels of assertiveness than those who optimistically 
believe that high levels of assertiveness bring benefits. However, to harness asser­
tiveness expectancies in our conceptual models and to use them in our research, 
we first need to establish the form these expectancies typically take and how they 
can best be measured, a matter to which I turn next.

The Nature of Assertiveness Expectancies
Based on the prior work showing that interpersonal assertiveness often has a curvi­
linear, inverted-U-shaped effect on interpersonal relations (Ames & Flynn, 2007), 
I expect that many people will have curvilinear expectancies, assuming that they 
can push up to a point but no further without incurring damage to their outcomes 
or relationships. For instance, in a negotiation, people may feel that making a 
moderately assertive opening offering could be effective but that at some point of 
heightened assertiveness an opening could backfire, undermining both results and 
relationships. While people in general may show this form of expectancy, individu­
als will vary in what point they think they can push up to. Some may be very opti­
mistic, assuming they can display very high levels of interpersonal assertiveness 
before incurring costs. Others may be much more pessimistic, assuming that even 
modest levels of assertiveness could spell trouble. If this characterization is correct, 
it would invite a research approach that attempts to identify an individual’s per­
ceived “optimal” level of assertiveness or some kind of proxy for this expectancy.

I tested this idea by asking research participants to literally draw their expec­
tancies (Ames, 2008, Study 1). Participants received a blank chart, with an x-axis 
indicating degrees of assertiveness and a y-axis indicating either social or instru­
mental outcomes; they were then asked to draw a line representing the outcomes 
they would generally expect for each level of assertiveness. Pilot work showed that 
people found this task to be an intuitive way of expressing their expectations that 
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were sometimes hard to put into words. As expected, the majority of participants 
(some 60 to 70%) drew lines that had a clear inverted-U shape, with a midpoint 
and downturned ends, for both social and instrumental outcomes. Responses from 
undergraduate students and MBA students were nearly identical. This suggests 
that assertiveness expectancies often take the form of implying an ideal or optimal 
level of assertiveness that varies from one person to the next and could be taken 
as a measure of expectancies. The drawing results also showed greatest variance 
at the extremes: most everyone agreed that some middle level of assertiveness led 
to good outcomes; people varied more considerably on the outcomes they thought 
would be associated with extreme levels of assertiveness. This was especially true 
for expected instrumental outcomes at high assertiveness: some people thought 
high assertiveness would bring instrumental gains, and others thought it would 
backfire (see Figure 5.2). This suggests that expected outcomes for very high levels 
of assertiveness would be another way of measuring expectancies.

Assertiveness Expectancies and Behavior
Having characterized assertiveness expectancies as often taking a curvilinear form 
and varying from person to person at extreme levels of assertiveness, I sought evi­
dence linking these expectancies to behavior. Initial evidence comes from the pre­
viously noted line-drawing study (Ames, 2008), where measures of both optimal 
assertiveness (the level of assertiveness for each participant that yielded the great­
est social or instrumental outcomes) and extreme assertiveness (the expected social 
or instrumental outcomes for the lowest or highest levels of assertiveness) were 
associated with self-reported assertiveness. However, non-self-report measures of 
assertiveness would arguably make a more compelling case.

In subsequent studies (Ames, 2008, Studies 3 and 4), I pursued and found 
such evidence. For the independent measure of expectancies, participants pre­
dicted social and instrumental outcomes for a range of specific behaviors spanning 
from low assertiveness to high assertiveness. For instance, participants reviewed a 
scenario involving a manager’s low-ball offer in a salary negotiation. Participants 
went on to consider a number of responses, ranging from accepting the low-ball 
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offer to responding with an aggressive counteroffer, and then rated the outcomes 
they expected would result, such as final negotiated salary and liking and trust 
for the new employee on behalf of the manager. In another scenario, participants 
imagined they were in a team meeting with a fellow manager who recommended a 
strategic initiative they knew would not be successful. Participants rated outcomes 
for responses ranging from saying nothing to vociferously and forcefully objecting. 
In effect, across these scenarios, participants made a forecast of what they thought 
would happen if they yielded ground or fought hard. To what extent would they 
get their way? And to what extent would they get along? These expectancies served 
as an independent variable, tapping into participants’ more general views of what 
happens when they push hard or give in.

As expected, participants’ self-reported expectancy measures based on a series 
of specific but hypothetical situations predicted indices of participants’ assertive 
behavior based on reports from negotiation counterparts and real-life coworkers. 
Those who expected relatively minimal costs for high levels of interpersonal asser­
tiveness (e.g., they thought a manager would find an aggressive counteroffer in 
the salary negotiation acceptable) were seen by partners in an unrelated dyadic, 
fixed-sum negotiation exercise as considerably more assertive. Expectancies also 
predicted the value claimed in negotiation settlements: those who were more opti­
mistic about the payoffs of highly assertive behavior achieved more favorable deal 
terms. In another study, participants were rated by work colleagues for their typi­
cal level of assertiveness in the actual workplace (e.g., standing their ground in a 
conflict). As predicted, work colleagues saw those who were more optimistic about 
the payoffs of highly assertive behavior in the scenarios as considerably more asser­
tive in the workplace.

The evidence I have gathered suggests that individuals’ assertiveness expectan­
cies have a place in predicting their behavior. While my work to date has gauged 
only certain kinds of assertive behavior, I suspect assertiveness expectancies 
shape other behaviors as well, including those addressed elsewhere in this vol­
ume. For instance, Chapter 11 addresses intimate partner violence, noting models 
(e.g., Holtzworth-Munroe, 1992) that describe how individuals choose behavioral 
responses, ranging from passivity or acquiescence to violence, based in part on 
their expectations of the behavior’s consequences. Chapters 3 and 13 address 
aggression in the wake of ostracism. Expectancies about what different behaviors 
will achieve (e.g., renewed acceptance by the ostracizers, punishing outcomes for 
the ostracizers, experienced remorse on behalf of the ostracizers) may play a role in 
responses to being ostracized. Chapter 9 notes work on the display of anger in con­
flict and negotiations. Some displays are certainly spontaneous and uncontrolled, 
whereas other displays may be calculated. Behind these calculated displays likely 
lie expectancies, whether right or wrong, about what displays of anger will achieve 
(e.g., intimidation). Chapter 10 presents a compelling motivational model of ter­
rorist behavior revolving around the quest for significance. Expectancies may help 
delineate these processes: charting an individual’s expectancies about which acts 
will lead to what kinds of significance (e.g., “If I die in an attack I will be martyred” 
vs. “Only if I both die and kill others will I be martyred”) could help us better 
understand and possibly curtail acts of dramatic violence and harm.
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In sum, people vary in what they expect happens when they push hard or give in, 
and these idiosyncratic expectancies are predictive of at least some assertive behav­
iors. But are these effects distinct from the effects of motivations, such as a desire 
to win or a concern for maintaining relationships? Are expectancies themselves 
merely reflections of motivations? The next section takes up these questions.

Assertiveness Expectancies and Motives
Over the last half century, scholars of conflict, negotiation, and social dilemmas 
have repeatedly linked interpersonal conflict behavior to underlying motivations—
variously identified as preferences, concerns, priorities, orientations, and values. 
While interaction-specific objectives surely matter (e.g., “I want my manager to 
give me a 10% raise today”), considerable attention has been paid to more gen­
eral social motives (e.g., “I don’t care what happens to others as long as I get what 
I want”). One of the most active traditions of such work revolves around dual-
concern theory (e.g., Carnevale & Pruitt, 1992) and motivational orientations (e.g., 
Messick & McClintock, 1968), which posit that people vary in their attitudes about 
their own and their conflict partners’ outcomes. Combinations of these dimen­
sions yield different orientations that are often labeled proself or competitive 
(concerned with maximizing the positive difference between self and other), indi­
vidualist (concerned solely with one’s own outcome), and prosocial or cooperative 
(concerned with maximizing joint outcomes). An abundance of research has linked 
these social value orientations to assertive behaviors in social dilemmas and games 
(e.g., McClintock & Liebrand, 1988; Van Lange, 1999) and in conflict and nego­
tiation (e.g., De Dreu & Van Lange, 1995; De Dreu, Weingart, & Kwon, 2000; 
Olekalns & Smith, 2003).

While these social orientations seem to account for the bulk of motivational 
work on conflict behavior, other interpersonal motives have been invoked as well, 
such as communal values (e.g., Amanatullah, Morris, & Curhan, 2008), agreeable­
ness (e.g., Barry & Friedman, 1998; Graziano, Jensen-Campbell, & Hair, 1996), 
and need to belong (e.g., Baumeister & Leary, 1995; De Cremer & Leonardelli, 
2003). In addition, there is evidence to suggest that identity motivations, such as 
the need to save face or maintain an image of toughness, can affect conflict behav­
ior (e.g., White, Tynan, Galinsky, & Thompson, 2004). In short, ample evidence 
shows that what people care about affects their assertiveness in conflict and nego­
tiation. Put simply, motives matter.

The results about expectancies reviewed above raise the question about how 
motives and expectancies relate. Will the link between expectancies and behavior 
remain after controlling for motivations, or will it be overshadowed? Are expectan­
cies simply derivatives of motives? I expect that whereas assertiveness expectancies 
might be related to social motivations, an independent expectancy–behavior link 
will generally remain after controlling for motivations. The logic can be illustrated 
by work in the domain of risky choice that distinguishes between risk preferences 
and risk perceptions (e.g., Weber & Milliman, 1997). Risk preferences, analogous 
to motivations, concern a person’s appetite for risk. Risk perceptions, analogous to 
expectancies in the current account, concern a person’s assessment of how risky 
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a given option is. Empirically, these preference and perception constructs have 
proven to be distinct and both appear to exhibit independent effects on risky choice 
(e.g., Weber & Hsee, 1998). Two people could have identical risk preferences but 
differ in their choices because one perceives the option as risky and the other does 
not. In the domain of conflict, two people could have identical motives—the same 
concerns for maintaining relationships, for instance—but differ in their assertive­
ness simply because one expects a behavior would damage a relationship and the 
other does not.

In brief, the recent work I have done on assertiveness expectancies is consistent 
with this idea. Across the studies (Ames, 2008), I found weak or nonsignificant 
links between expectancies and measures of motivations, including social value 
orientations, conflict styles, unmitigated communion, and basic questions about 
concerns for winning and maintaining relationships. In other words, expectancies 
are not mere reflections of motivations. Further, across the studies, both expectan­
cies and motivations appeared to be simultaneously and separately predictive of 
behavior, suggesting that they each have a distinct role to play. Assertive behavior 
appears to be a product of both what people care about and what they believe will 
happen when they give in or push hard.

I have not yet found evidence for an interaction between expectancies and 
motivations. However, the logic for such interactions seems clear. Imagine a team 
leader advocating on her team’s behalf to an organizational leader. She might 
expect that the harder she pushes the more costly it will be in terms of her rela­
tionship with her leader but the better she will do in terms of resources for her 
team. Along with these two expectancies would be two motivations: concern for 
her relationship with the leader and concern with the resources for her team. It 
stands to reason that if she cares vastly more about, say, her team’s resources, the 
resource expectancy would be more predictive of her behavior than the relation­
ship expectancy. Alternately, if she cares very little about the team’s resources, it 
seems unlikely that the resource expectancy would be a powerful predictor of her 
behavior. In short, the expectancies that matter most in predicting our behavior 
are likely those about outcomes that mean the most to us. A full account of inter­
personal assertiveness and behavioral choice would likely need to have roles for 
both motivations and expectancies as well as an interaction between the two.

Sources of Expectancies
Evidence that expectancies are an important predictor of assertive behavior natu­
rally raises another question: where do expectancies come from? The fact that 
expectancies seem to carry across domains implies an underlying core, such as 
basic working models for the self, others, and relationships that are built up over 
the course of a lifetime (Chapter 2 in this volume). Self-esteem may be part of 
this core. Baldwin and Keelan (1999) argued that individuals higher in trait self-
esteem had more positive interpersonal expectancies about their own ability to 
secure affiliation from others. Indeed, there was some evidence of a modest posi­
tive link between self-esteem and optimal assertiveness in the line drawing study 
discussed earlier (Ames, 2008, Study 1). Those lower in self-esteem were more 
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pessimistic about their ability to pursue their interests without suffering relational 
costs. Future work might further explore the links between assertiveness expec­
tancies and relevant working models or schema, such as self-esteem, rejection sen­
sitivity, and attachment styles.

While expectancies may be partly rooted in long-held models that accumulate 
over a lifetime, they may also be shaped and reinforced—validly or not—by more 
immediate evidence. Part of the process no doubt reflects the fact that people 
only experience the outcomes of behaviors they choose, not of behaviors they 
forego. Such is the case with anxiety disorders, where someone afraid of driving 
over bridges for fear of collapse, for example, never does so and thus does not 
experience the outcome of driving safely over a bridge, left instead to imagine 
that the worst might have happened if she had done so. Someone who is pessimis­
tic about asserting his own opinion in a group setting systematically holds back, 
never experiencing the positive effects of speaking up and thus never overturning 
his overly pessimistic expectancy. Confirmation biases and selective interpreta­
tion no doubt also play a role. Someone who is optimistic about her ability to 
push hard without damaging relationships may see what she expects to see in 
the wake of a conflict. She may take superficial signs of acceptance as a signal of 
her counterpart’s contentment even though the counterpart’s ample resentment 
is lingering below the surface.

Another type of evidence for expectancies is “vicarious experience” through 
various media sources. People of all ages are frequently exposed to media portraits 
of assertion–outcome contingencies, as when characters in movies or television 
show aggression and experience positive or negative outcomes (e.g., Huesmann, 
Moise-Titus, Podolski, & Eron, 2003). As Chapter 17 in this volume notes, the 
Internet is increasingly ubiquitous as a source of information, giving viewers new 
ways to watch actual acts of aggression (e.g., videos of “happy slapping” aggression) 
or to assert themselves or watch others assert themselves in novel ways (e.g., flam­
ing in a chat room or posting disparaging remarks to a Facebook page). Elsewhere, 
work on video game violence examines the impact of game playing and exposure on 
behavior (e.g., Anderson et al., 2004). Together, these traditions of work highlight 
that the development of assertiveness expectancies is likely not simply a product 
of one’s own direct experience with assertion and outcomes but partly a prod­
uct of the contingencies presented in the media environment. To the extent that 
people are chronically exposed to overly optimistic assertiveness contingencies in 
the media (e.g., that aggression reliably brings desirable outcomes), they may come 
to hold expectancies that reflect such contingencies and behave accordingly. One 
implication is that the link between media exposure or consumption and aggres­
sive behavior may be partially mediated by expectancies.

Situational influences could also affect expectancies in “nonevidentiary” 
ways (i.e., through processes other than apparent evidence what happens when 
one pushes hard or gives in). For instance, while attachment styles may reflect a 
somewhat stable interpersonal schema, evidence suggests that attachment motiva­
tions can also be primed and manipulated, such as through focusing individuals 
on various attachment figures (see Chapter 2 in this volume). Research on mood 
also suggests that those in happy compared with sad moods are less polite in their 
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interpersonal requests from others (Forgas, 1999). It could be that happy moods 
engender more optimistic assertiveness expectancies whereas sad moods engender 
more pessimistic ones. Situations that promote or inhibit empathic or cognitive 
perspective taking could also affect expectations about how others will react to 
one’s own assertive or acquiescent behavior (see Chapter 7 in this volume).

For a variety of reasons—such as developmental history, distorted or misinter­
preted evidence, and situational factors—people may often have misguided expec­
tancies and may not effectively bring them in line with reality. The implication may 
seem disconcerting: left to their own devices, people with misguided expectancies 
might persist in behaving on the basis of distorted forecasts. However, I believe 
the facts that expectancies shape behavior and that expectancies can be revised 
in the face of evidence and feedback is a rather hopeful one. Although people 
may not naturally or spontaneously confront the right kinds of evidence, individu­
als, organizations, and trainers can find ways to help them do so, potentially lead­
ing to more effective assertiveness and constructive interpersonal conflict. Within 
organizations, multirater feedback has the potential to deliver useful information; 
in business schools, negotiations training with role-play exercises and debriefing 
often helps individual calibrate their sense of what happens when they push hard 
or give in.

Expectancies and Other Experiences
Other contributions in this volume have encouraged me to think beyond the focal 
question of this chapter (when and why do people push more or less in interper­
sonal conflicts?) and to consider how expectancies might relate to other experi­
ences. Chapter 12 in this volume describes a research program charting how goal 
similarity predicts conflict in romantic relationships: partners who have less goal 
similarity report more conflict in their relationships. It is possible that similarity 
and divergence between instrumental and relational expectancies could shed light 
on conflict in romantic relationships. While I have generally focused on instrumen­
tal and relational expectancies having a common core (e.g., people who are opti­
mistic about instrumental outcomes for pushing hard tend to be more optimistic 
about relational outcomes, too), they can also diverge. Take the case of a person 
with very optimistic instrumental expectancies about her personal goals (e.g., “If I 
resist my spouse’s demands on my time, I can devote more to my work and achieve 
greater professional success”) but very pessimistic relational expectancies (e.g., “If I 
resist my spouse’s demands on my time, he will resent me and our relationship will 
suffer”). Such a pattern could be a stressful one, regardless of the actor’s behavioral 
choices. Contrast this with a person who has optimistic relational expectancies in 
addition to instrumental ones (e.g., “If I resist my spouse’s demands on my time, he 
will understand and our relationship will remain secure”). This person may not feel 
a bind or trade-off, though it is possible that these optimistic expectancies could 
lead to behavioral choices that would create relationship stress.

Chapter 14 in this volume describes how the impact of a victim’s forgiveness in 
the wake of a transgression depends on the extent and quality of the harm-doer’s 
amend making. Victims who showed forgiveness toward a harm-doer who failed to 
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make amends had lower subsequent self-respect than those who forgave a harm-
doer who made amends. It seems likely that some people are simply habitual “for­
givers” who may suffer when their forgiveness is unrequited. In other cases, this 
effect may represent a failed prediction such that the forgiver had a contingent 
expectancy about what would happen (e.g., “If I forgive him, he will apologize, 
make amends, and change his ways”) that was not borne out. To the extent that 
some cases entail such prediction failures, it could be useful to explore what leads 
to this kind of misplaced optimism. The opposite effect would be interesting as 
well: when an overly pessimistic expectancy (e.g., “If I forgive him, it won’t mat­
ter because he’ll never change his ways”) leads someone to avoid forgiveness that 
could have been beneficial to both parties involved (cf. Kammrath & Dweck, 
2006).

Conclusion

Our lives are, in many ways, enriched by interacting with others who aspire to 
things that we do not. But the fact that we are surrounded by people with different 
objectives and interests means that we are in a constant series of conflicts, mostly 
low-grade ones, throughout our days, confronting again and again the same ques­
tions: How hard should I push? Should I resist my spouse or child? Should I defy 
my neighbor or boss? Should I give in? All of us who interact with other people 
answer an ongoing barrage of such questions, often arriving at our answers seam­
lessly, perhaps even unconsciously. As scholars, we already know some about how 
people answer these questions, but we can, should, and no doubt will know more. 
I believe assertiveness expectancies have the potential to help us better under­
stand how people choose how hard to push and that complete models of assertive 
behavior should afford a place for expectancies. Yet variety is the spice of life, and 
I would be disappointed if other scholars did not see the matter differently. I look 
forward to them pushing back, but maybe not too hard.
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Goals and Motives of Others
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S ome of the most complex and consuming relationships we experience involve 
people with whom we do not always agree—relationship partners whose 
wants, demands, and needs are incompatible with our own. When in the 

real or imagined presence of those relationships, we may not be so readily inclined 
to acquiesce to their interests, and research in recent years suggests that—much in 
contrast to our apparent assimilative tendencies (e.g., Aarts, Gollwitzer, & Hassin, 
2004; Shah, 2003)—we will often automatically react against others and their goals. 
Although it may be important for people to get along with and be accepted by others 
(Baumeister & Leary, 1995), so, too, is it important for them to regulate their affili­
ative tendencies and needs vis-à-vis their other desires—for personal autonomy, 
achievement, and positive-self regard—needs that may often be well served by 
ignoring or even opposing the wills and wants of others. Managing such conflicting 
motivations is a fundamental issue in self-regulation (Cantor & Blanton, 1996), and 
although psychology has examined several ways such conflicts play out within the 
individuals’ own minds (Shah, Friedman, & Kruglanski, 2002; Shah & Kruglanski, 
2002), it is not entirely clear how those conflicts play out in their interactions with 
others. Nevertheless, research in recent years suggests that reacting against others’ 
goals can often facilitate self-regulation in subtle but important ways—even if it 
ends up pushing people apart and undermining their relationships.

In the present chapter we consider three basic routes through which active 
goals can nonconsciously foment interpersonal conflicts and, to at least some extent, 
socially aggressive behavior. First, individuals’ nonconscious and chronic goals can 
influence their social perceptions in ways that put a negative or hostile tinge on 
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their evaluations of others and their goals. Second, individuals may often react 
against the perceived goals and motives of others by either moving to counteract 
their influence or by adopting contrasting goals instead. Third, nonconscious goals 
often act as behavioral juggernauts in that they can operate and trigger aggres­
siveness toward others over the natural course of their pursuit. Taken together, 
we intend to demonstrate that active goals can nonconsciously encourage conflict 
and aggression by influencing how their pursuers perceive, react to, and generally 
behave toward others.

Nonconscious, Goal-Directed Social Behavior
Research in the last few decades has increasingly found that much of human 
behavior and goal pursuit is automatic, in that it occurs spontaneously, uncon­
trollably, and with little to no conscious intent or awareness (Bargh, 1994; see 
Bargh & Chartrand, 1999, for review). This means that many of the goals that 
individuals pursue may not be as subject to the types of conscious, deliberative 
processing that helps individuals behave in socially appropriate or acceptable 
ways (see also Chapter 4 in this volume on other kinds of passive and unconscious 
forms of aggression). Indeed, whereas pursuers of a consciously held goal might 
attend to interpersonal conflicts that arise by carefully reappraising their own 
goal and adjusting their goal-directed behavior, pursuers of a nonconsciously held 
goal may not. If one were consciously pursuing a highly competitive goal—say, 
to win a marathon—one might pursue it only as far as it isn’t hurting others or 
disrupting one’s relationships to those others. As negative feedback from others 
increased, particularly regarding one’s behavioral pursuit of the goal, one might 
respond by scaling back that pursuit or by finding other ways to ameliorate any 
rifts that were created (Carver & Scheier, 1998). With nonconscious goal-directed 
behavior, however, individuals may not be as sensitive to such feedback because 
their goal-directed actions are occurring largely outside their conscious aware­
ness or control; therefore, any negative feedback they receive from their envi­
ronment may not be as easily attributed to the goal (Chartrand, Cheng, Dalton, 
& Tesser, in press). Indeed, obnoxious people often do not believe that they are 
being obnoxious (Cunningham, Barbee, & Druen, 1997; Davis & Schmidt, 1977), 
and this may be in part because they do not consciously realize how their behavior 
is influencing and affecting others.

The automaticity of socially aggressive behavior has been examined in past 
work by considering the associations that may form in memory between particu­
lar situations and certain behavioral responses (Todorov & Bargh, 2002), such 
that mere exposure to such situations in the future automatically invokes (or 
“primes”) a hostile or aversive behavioral reaction (Anderson & Carnagey, 2004; 
Ratelle, Baldwin, & Vallerand, 2005). In this chapter we will examine recent work 
suggesting that goals, too, may become linked in memory to situational cues to 
be triggered to activation automatically (Bargh, 1990). In some cases this could 
involve the direct activation of a socially aggressive goal (e.g., competition), while 
at other times this could involve the activation of concepts in memory that indi­
rectly increase the aggressiveness of one’s behavioral pursuit of a given goal. As 
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a classic example of this latter form of indirect influence, participants in one 
study who were subtly exposed to a series of rudeness-related words were later 
more likely to interrupt the experimenter to move on to the next part of the study 
(Bargh, Chen, & Burrows, 1996). Similarly, study participants have also been 
found to play more greedily in an “ultimatum game” by keeping more money 
for themselves when a corporate-style briefcase was subtly present in the room 
(Kay, Wheeler, Bargh, & Ross, 2004). Even subliminal exposure to images of guns 
and other weapons—stimuli that represent physically violent means of attaining 
one’s goals—can increase the aggressiveness of individuals’ thoughts (Anderson, 
Benjamin, & Bartholow, 1998). Exposure to cues representing other people whom 
individuals regard as threatening may automatically invoke corresponding goals 
in memory (Gillath et al., 2006), even if those cues are only incidentally related to 
their interaction partners.

Nonconscious, socially aggressive behavior may also have self-reinforcing 
qualities to them that might make it difficult for individuals to justify behaving 
in other ways. As classically demonstrated by Chen and Bargh (1997), partici­
pants who had been subliminally primed with Black faces subsequently demon­
strated more hostility toward another White participant than participants who 
had been primed with White faces. Interestingly, the other participant responded 
more aggressively in turn, effectively confirming the Black-primed participants’ 
initially hostile expectancies. This suggests that individuals store hostile scripts in 
memory that may be triggered incidentally by social cues to affect not just their 
own behavior but also the corresponding behaviors of those with whom they inter­
act. It is perhaps not surprising, then, that individuals who behave in aggressive or 
confrontational ways often regard their own actions as more justified than when 
they see others behaving in the same way (Baumeister, Stillwell, & Wotman, 1990; 
Gilbert & Malone, 1995).

In effect, mere exposure to certain social cues—be they objects or people, 
behaviors or situations—can suffice to activate concepts in memory that set indi­
viduals against others and engender conflict with them (see also Chapter 8 in 
this volume on mood effects on spontaneous aggression toward Muslims). In the 
next several sections, we will examine research that considers how individuals’ 
nonconscious goals both instigate and are instigated by interpersonal conflict 
and aggression. We will examine how nonconsciously activated goals and chronic 
motives tinge and distort individuals’ perceptions of others in ways that lead 
them to “see” those others in more hostile ways. We will then consider how cues 
to others’ goals seem to inherently pressure individuals to respond in kind, some­
times leading them to emulate the aggressive pursuits of those around them and 
at other times leading them to react against others and their goals. In a third 
section we will examine how goals may, on their own, nonconsciously facilitate 
behavioral aggression over the natural course of their pursuit. The larger body 
of this work will focus on the ways nonconscious goals may engender conflicts of 
interest and interpersonal aggression, but we will conclude by reviewing impor­
tant evidence suggesting that nonconscious goals also often serve to attenuate 
conflicts as well.
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Part 1: Coming Into Conflict: The 
Polarizing Nature of Goals

Research in the last decade has identified at least two broad ways active goals 
can nonconsciously influence social perception: via evaluation and inference. 
Evaluations are the subjective assessments perceivers make of a target’s favor­
ableness or unfavorableness, and inferences are the assumptions that perceivers 
make regarding the traits, preferences, and goals that others possess. Evaluations 
and inferences can be highly automatic processes (Duckworth, Bargh, Garcia, & 
Chaiken, 2002; Hassin, Aarts, & Ferguson, 2005), and both have been found to 
operate in service of (and be skewed by) the perceivers’ active goals (Ferguson, 
2005; Kawada, Oettingen, Gollwitzer, & Bargh, 2004).

We examine in this section research suggesting that active goals may noncon­
sciously influence how individuals evaluate their relationships to others and inter­
pret the actions of those around them. In particular, we focus on the ways active 
goals can facilitate devaluation of relationships and disliking for people who do 
not facilitate goal pursuit. We will present evidence suggesting that active goals 
can nonconsciously lead individuals to regard others in more negative and hos­
tile ways, potentially setting those individuals against others in ways that create 
discord and undermine the social relationship. Indeed, the hostility that individu­
als nonconsciously bring into their social interactions can be self-reinforcing, for 
interaction partners who feel that they are being devalued and rejected tend to 
respond with greater anger and hostility themselves (Leary, Twenge, & Quinlivan, 
2006). At the earliest stages of perception, then, active goals may be operating 
to nonconsciously polarize individuals against others and, thus, set the stage for 
interpersonal conflict.

Goal-Tinged Interpersonal Evaluations

Goals have long been regarded as a filter for perceiving the world, leading individu­
als to evaluate stimuli as either positive or negative based on the relevance of those 
stimuli to the individuals’ current needs and goals (Lewin, 1935). Importantly, 
such goal-tinged evaluations occur spontaneously and without much conscious 
intent, awareness, or control (Ferguson & Bargh, 2004). This means that individu­
als might automatically dismiss or devalue stimuli that are seen as irrelevant or 
interfering with their goals (Brendl, Markman, & Messner, 2003), even when such 
“stimuli” are other people. Indeed, recent work by Fitzsimons and Shah (2008) 
found that participants who were primed in advance with a nonconscious achieve­
ment goal (as opposed to not being primed with any goal in particular) reported 
lower relationship closeness and placed less importance on their relationships to 
others who were not instrumental to their pursuit of achievement. These goal-
primed study participants were also more motivated to avoid noninstrumental oth­
ers—indicating an implicit aversion to those relationships—while in active pursuit 
of their nonconscious goal.

Such goal dependency in relationship evaluation occurs not just within close 
relationships where such evaluations may be targeted toward a specific other but 
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may also extend to their evaluations of others whom they only see peripherally 
or incidentally. In one recent study by Bargh and colleagues (Bargh, Green, & 
Fitzsimons, 2008), participants were given the goal to evaluate a videotaped person 
for what they thought was either a reporter job (one where rudeness and assertive­
ness is a positive attribute) or a waiter job (where rudeness is a negative attribute). 
As such, the goal participants were given in advance would favor either rudeness 
or politeness—treating one as positive and one as negative depending on which 
job the videotaped interview was presumably for. Partway through the videotaped 
interview, a “colleague” of the interviewer entered the room and interrupted the 
interview, doing so either very politely (apologizing profusely) or very rudely (act­
ing annoyed and aggressive). Importantly, although participants initially expected 
to evaluate the interviewee, they were actually tasked with rating the “colleague” 
who interrupted—an incidental other who was not the focal target of the par­
ticipant’s goal. Nevertheless, consistent with the perspective that active goals can 
affect even one’s evaluations of incidental others, results indicated that participants 
who had the focal goal of evaluating for the waiter position tended to show less lik­
ing for the rude interrupter than the polite one; in contrast, participants who had 
the focal goal of evaluating for the reporter position tended to show less liking for 
the polite interrupter than the rude one. Subsequent debriefing found that par­
ticipants were not consciously aware of the influence that their focal goal had on 
their subsequent, unrelated evaluation, which suggests that active goals may often 
nonconsciously set people against not just the focal target of their evaluations but 
also anyone who enters the pursuer’s field of perception along the way.

Thus, individuals may often nonconsciously devalue relationships and dislike 
others who do not meet the criteria for their active goals, even if those others 
are not the focal targets of their evaluations. This might promote interpersonal 
conflicts in a couple ways. First, individuals may withdraw from or react with aver­
sion to noninstrumental others, which may in turn elicit more anger and hostility 
from those others (Leary et al., 2006). Second, and intriguingly, it also suggests 
that individuals who are themselves pursuing more socially aggressive goals may 
actually draw closer to others who possess appropriately aggressive traits—attri­
butes that may be desirable in the moment but may quickly lose their appeal and 
become toxic to their relationship once their focal goal is satiated and they are 
now entangled with this aggressive other (Bargh et al., 2008; Forster, Liberman, 
& Higgins, 2005). Indeed, past work on “fatal attractions” has shown that the very 
features that initially draw individuals toward others can often be the same fea­
tures that end up fomenting relationship conflict and negativity later on (Felmlee, 
1995). Goal-dependent evaluations, then, may nonconsciously polarize individuals 
and set them against others by either pushing them away from those who are not 
useful in the moment or drawing them toward those who are useful in the moment 
but may be difficult to put up with later on.

Goal-Biased Inferences

The broad influence of active goals—such as their tendency to distort and bias 
social perception—can affect not just individuals’ evaluations of others but also how 
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those individuals interpret the actions of others. Indeed, perceivers tend to rather 
automatically assume that the actions of others operate in service of some corre­
sponding goal (Hassin et al., 2005), meaning that they infer goals in others auto­
matically and based on whatever behavioral cues are readily perceptible. However, 
individuals typically rely on very little information to make their automatic infer­
ences (Winter & Uleman, 1984): not only are social situations often highly ambigu­
ous, but also perceivers’ own active goals and chronic motives tend to influence 
what behavioral cues they are sensitive to and what goals they are most likely to 
“see” in others. As perhaps best described by Kelly (1955), perceivers’ own motiva­
tional orientations (e.g., aggressiveness vs. gentleness) seem to operate as personal 
scanning patterns projected onto the environment to detect blips of meaning. For 
example, chronically aggressive individuals tend to rather automatically interpret 
the actions of others in more aggressive terms, something not observed among 
nonaggressive individuals (Zelli, Huesmann, & Cervone, 1995). Relatedly, activat­
ing a self-protection goal led one sample of White study participants to report “see­
ing” greater anger in the photographed faces of Black men—more anger than they 
reported seeing in the photographed faces of White men (or women of any race; 
Maner et al., 2005). This suggests that individuals’ own active goals nonconsciously 
influence how much aggression and hostility they infer in others.

The tendency for individuals to project their own motivations onto the environ­
ment also extends to goals that are activated nonconsciously. In a study by Kawada 
and colleagues (2004), participants were first primed either with a nonconscious 
goal to compete with others or with no goal in particular. Participants then read a 
fictional scenario in which two men were about to engage in a prisoner’s dilemma 
game in which cooperation by both parties would yield mildly positive outcomes 
for both men but competition by one of them would yield greater gains for him at 
the expense of his partner. Although participants were not given any concrete cues 
regarding how the two men would behave, it was made clear that if either partner 
decided to play this game aggressively he would handily beat his partner in terms 
of total gains. To assess the kind of inference participants made as a function of 
their nonconscious goal priming condition, participants were instructed to guess 
how aggressively they thought the men would play. Results indicated that par­
ticipants primed with a nonconscious goal to compete guessed that the two men 
would play more aggressively against each other than participants not primed with 
a goal, suggesting that their own nonconscious competitiveness goal had biased 
them to infer greater competitiveness in others.

It may also be the case that individuals’ goal-tinged evaluations of others inter­
act with their goal-biased inferences, resulting in perceptions of others that are 
both negatively tinged and hostilely interpreted. For instance, individuals’ own 
motivational orientations can interact in important ways to influence the kinds 
of motivations brought to mind by others. In one recent study (Brazy, Shah, & 
Devine, 2005), White participants initially completed an implicit measure of 
their own chronic prevention and promotion motivational orientations and also 
a measure of their prejudicial attitudes toward Blacks. Participants were then 
subliminally primed with concept words relating to African Americans, during 
which their response latencies to motivational words linked to either promotion 
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(e.g., lazy, outgoing) or prevention (e.g., threatening, considerate) were assessed. 
The researchers found that highly prejudiced participants who possessed strong 
promotion-related motivational orientations demonstrated greater cognitive acces­
sibility of the stereotyped promotion-related words (e.g., lazy), whereas highly 
prejudiced participants who possessed strong prevention-related motivational 
orientations demonstrated greater cognitive accessibility of the stereotyped pre­
vention words (e.g., threatening). In effect, these participants’ own motivational 
orientations interacted with their prejudices to show different types of negatively 
tinged motivational inferences. This study indicates that individuals’ own motiva­
tions may nonconsciously influence both their evaluations and inferences to be 
more negative and hostile.

 In this section we reviewed two routes through which goals can nonconsciously 
set people against others: by devaluing them due to their lack of goal instrumentality 
or by nonconsciously projecting their own goals onto them. Thus, even at the earliest 
moment of exposure to certain others, individuals may already be evaluating them 
negatively or perceiving them as potential threats, obstacles, or competitors to goal 
pursuit. Importantly, these initial and immediate impressions of others might inform 
the perceivers’ later behavior; if those initial impressions are aversive or hostile, then 
the perceivers may react by taking on oppositional goals or by pursuing their goals 
more aggressively in those situations. Whereas this section was about the ways active 
goals might nonconsciously influence social perception, we now move on to the ways 
that individuals react to others and their perceived goals and motives.

Part 2: Counteracting and Contrasting 
Against Others’ Goals

A growing part of the work on implicit motivational influences has examined 
how individuals automatically adopt and pursue the goals they perceive in others 
(Aarts et al., 2004); some goals are even linked in memory to certain relationship 
partners, such that subliminal exposure to cues reminding individuals of those 
relationships (e.g., priming concept words related to father) can suffice to trigger 
activation of a goal associated with that relationship (e.g., to achieve academically; 
Shah, 2003). Indeed, mere exposure to certain cues can nonconsciously trigger the 
pursuit of goals that others hold for us, that we typically pursue in those others’ 
company, or even that those others pursue for themselves (Fitzsimons & Bargh, 
2003; Leander, Shah, & Chartrand, 2009; Shah). Moreover, such influences are fre­
quently enhanced when the triggering cue represents a close relationship partner 
or in-group member, suggesting that implicit motivational influences are felt more 
strongly when they come from others with whom we may be entangled in other 
ways (Leander et al.; Loersch, Aarts, Payne, & Jefferis, 2008; Shah). However, not 
all motivational influences are desired, and, as is often the case, the perceived 
influence of others and their goals can be experienced as aversive or unwanted, 
often triggering an implicit reaction against such influence.

This may be especially true in one’s close relationships, where the influence 
of others may be more frequent, harder to escape, and potentially recurring if 
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the individual allows it to happen (Brehm, 1989). Research on social allergens, for 
example, has found that individuals’ relationship partners often unintentionally 
exhibit a range of odious personal habits that grate on the individuals over time 
and foment increasingly hostile reactions (Cunningham et al., 1997; Cunningham, 
Shamblen, Barbee, & Ault, 2005). We propose that a similar process may occur for 
the perceived goals of others: people may automatically react against the goals held 
or pursued by others when such influences are, in some way, perceived as intrusive, 
aversive, or unwanted.

The lure exerted by goal-triggering environmental cues can be very difficult 
to ignore; such cues pull at individuals’ attentional and self-regulatory resources 
rather automatically (Shah & Kruglanski, 2002). This potentially suggests that, 
when the motivational influence of another person is perceived as interfering with 
one’s own pursuits or ongoing sense of self, individuals will feel compelled to react 
in oppositional ways without knowing why, or even realizing that they are react­
ing against anything at all. Such reactions against others’ goals could lead people 
to nonconsciously counteract others by moving to oppose or compete with those 
others’ goals or to simply contrast themselves against those others’ goals. Either 
way, despite the influence of others often only occurring within the individuals’ 
own minds, they may nevertheless react to such perceived influence by engaging 
in proverbial battles of will before they or their interaction partners consciously 
realize that a conflict of interests exists between them. In the present section, then, 
we examine how goal counteraction and contrast might occur nonconsciously in 
everyday social situations to foment interpersonal conflict and aggression in subtle 
but important ways.

Counteraction

Sometimes the perceived influence of others’ goals and the potential impact of 
their pursuits can be regarded as imposing, interfering, or violating individuals’ 
self-regulatory priorities. When this occurs, individuals might respond by moving 
to counteract the impact of the other person’s motivational influence. Such goal 
counteraction—reacting against the implicit motivational influence of others—
has been observed most readily in research in which others’ goals are perceived 
to interfere with individuals’ fundamental self-related needs—for autonomy and 
self-directedness, positive self-regard, and optimal distinctiveness (Brehm, 1966; 
Brewer, 1991; Tesser, 1988). Counteraction might involve adopting an opposing 
goal—that is, one that is incompatible with the other person’s goal (a motivational 
“counterforce”; Brehm)—to supersede the impact of the other person’s influence; 
however, it may also often involve adopting a very similar goal to effectively com­
pete with the offending other.

Perhaps the best well-known form of counteraction is reactance against the 
perceived controlling influence of others. Indeed, a long history of psychologi­
cal research indicates that when individuals feel like their behavioral freedom 
is being threatened by someone or by some social institution those individuals 
will often react by directly opposing the perceived motives of the target other 
(Brehm, 1966). In recent years, studies have demonstrated that such reactance 
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against the goals held by others might often play out nonconsciously and auto­
matically. In one such study (Chartrand, Dalton, & Fitzsimons, 2007), chroni­
cally reactant participants (and their chronically nonreactant counterparts) first 
provided the names of others who had a goal for them to either work hard or 
relax. Participants were then subliminally primed with one of those names (or 
with a nonsense word in the control condition), after which their performance 
on an anagram task was assessed. Results indicated that nonreactant individuals 
primed with the “work hard” significant other performed better on the anagram 
test than those primed with the “relax” significant other. However, chronically 
reactant individuals showed the opposite pattern—they performed worse (better) 
on the anagram task when subliminally primed with the name of someone who 
wanted them to work hard (relax). This suggests nonconscious reactance against 
the goals held by others.

Beyond reacting against the goals that others want individuals to pursue, there 
is also evidence to suggest that reactant individuals will implicitly counteract the 
goals that others are pursuing for themselves. Although past research suggests 
that individuals automatically “catch” the goals they see others pursuing (“goal 
contagion”; Aarts et al., 2004), so too might they counteract the goals they see 
others pursuing. In a study conducted shortly after the 2005 hurricane Katrina 
(Leander, Shah, & Chartrand, 2010), participants imagined that their roommate 
was planning a trip to the Southern Coast and were shown one of two sets of 
images implying what their friend had packed for it (and, therefore, their goal for 
the trip). In the “volunteer” goal-inference condition, the friend had packed mate­
rials implying a goal to work for hurricane relief (images showing, e.g., work boots, 
cleaning supplies), and in the other condition the roommate had packed materials 
suggesting a goal unrelated to work. Similar to results observed by Chartrand et 
al. (2007), chronically reactant participants were less motivated to volunteer after 
inferring that their roommate possessed a goal to volunteer, suggesting counterac­
tion against the roommate’s goal.

Other research suggests that, rather than adopting an oppositional motivational 
state, individuals may move to counteract others by nonconsciously adopting and 
pursuing a related goal themselves, which effectively suggests a move to compete 
with those others. One recent series of studies demonstrated that seeing others 
engaging in blame attributions to protect their self-images often led participants 
to nonconsciously adopt a similar self-image protection goal and subsequently to 
engage in more blame behaviors themselves (Fast & Tiedens, 2010). This indicates 
that individuals will often nonconsciously adopt the same goals they see others 
pursuing in order to counteract those others.

Taken together, the previously described studies suggest that mere exposure 
to others and their goals can elicit counteractive responses. In all of these studies, 
debriefing procedures were used to ensure that participants were not aware of the 
influence that their exposure to the goals of others had on their own subsequent 
motivations, supporting the notion that counteraction may occur with little to no 
conscious intent or awareness and that people may often set their own goals against 
the goals of others after merely assuming that those others are acting against their 
interests in some way.
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Contrast

Sometimes the impact of others’ goals and motives does not elicit a counteractive 
reaction so much as a differentiating one. When individuals regard themselves or 
their values as different from others, they might automatically infer from cues to 
those others’ goals that they should be doing the opposite. Whereas counteraction 
implies a motivational counteroffensive, contrast is more about differentiation—
distinguishing their own motivational state from a target other that they regard as 
“unlike” themselves.

The implicit nature of individuals’ tendencies toward contrasting themselves 
away from “different” others was first demonstrated in Dijksterhuis et al.’s (1998) 
work on assimilation and contrast to social stereotypes. In their research, par­
ticipants were first primed with either an intellectually stereotyped group (“pro­
fessors” vs. “supermodels”) or with an exemplar from one of those intellectually 
stereotyped groups (“Albert Einstein” vs. “Claudia Schiffer”). Participants then 
completed an intellectual task, and demonstrated opposing effects: Whereas the 
stereotyped group prime (e.g., “professors”) facilitated assimilation to the ste­
reotype (better performance on the intellectual task), the exemplar primes (e.g., 
“Einstein”) facilitated contrast against the stereotype (worse performance on the 
intellectual task). Similar contrast effects have been observed following subtle 
exposure to members of out-groups when one’s antagonism toward them is high 
(Spears, Gordijn, Dijksterhuis, & Stapel, 2004), against others when one’s motiva­
tion to affiliate with them is low (Sinclair, Huntsinger, Skorinko, & Hardin, 2005), 
and against others when one’s competitiveness motivation or control motivation is 
high (Stapel & Koomen, 2005; Tiedens & Jimenez, 2003). As we review in this sec­
tion, such contrast effects may also apply to the ways that individuals react to oth­
ers’ goals and motivational states. For instance, individuals will implicitly devalue 
goals that they regard as being too ordinary or typical to pursue—a direct result of 
their tendencies to contrast themselves motivationally from others when seeking to 
differentiate themselves (Leander, Shah, & Chartrand, 2010).

A classic example of motivational contrast involves individuals distancing them­
selves from goal domains in which they are being outperformed. Although the suc­
cesses of close others can often be inspiring, so too can they be deflating when they 
remind individuals of their own shortcomings (Lockwood & Kunda, 1997). Such 
influences can lead individuals to adopt contrasting goals and motivational states 
when in the company of close others who are outperforming them (Tesser, 1988). 
Recent work has examined the implicit nature of this contrast effect (Leander, 
Shah, & Chartrand, 2010). Participants in one study first imagined that they were 
either being outperformed academically by a friend or not, after which they were 
led to infer that the friend was either still actively pursuing an achievement goal 
or not. Participants who had first imagined being outperformed academically and 
were then led to infer that their friend was currently in pursuit of an achieve­
ment goal subsequently showed reduced salience of an academic achievement goal 
themselves on a word judgment task, suggesting that they contrasted themselves 
against the achievement goal of their outperforming friend. Importantly, partici­
pants indicated no conscious awareness of how the imagined scenario might have 
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affected their subsequent behavior on the goal salience task, suggesting the implicit 
nature of their contrast.

Individuals may also contrast themselves to the goals of others when those goals 
conflict with their own values or chronic tendencies. For instance, Aarts and col­
leagues (2004) demonstrated that exposure to cues suggesting that a target other was 
in pursuit of a goal to have casual sex actually reduced the desirability of a sex goal 
in participants who also learned that the target other was in a committed relation­
ship already (and was thus cheating). In another study involving subliminal priming, 
we assessed participants’ history of marijuana use and also obtained the first names 
of relationship partners whom they assumed intended to either use marijuana or 
not in the upcoming month. Participants were then subliminally primed with one 
of those two names (the prodrug tempter or someone else), after which they were 
given a drug prevention manual to read and the amount of time they spent reading 
it was recorded. Interestingly, those participants who tended to abstain from mari­
juana use who were subliminally primed with the name of a prodrug tempter spent 
relatively more time reading the drug prevention manual (Leander et al., 2009), 
suggesting implicit contrast against the tempter’s goal to use drugs.

Sometimes individuals may contrast themselves to others simply because they 
see those others as unmotivated toward a goal to which they are themselves highly 
committed. In one recent set of experiments examining the impact that others’ 
indifference has on individuals’ own motivation and behavior (Leander & Shah, 
2010), participants were either subliminally primed with images of others express­
ing apathy and a lack of motivation toward academic achievement or primed with 
other images before they worked on an anagram task assessing their own pursuit 
of academic achievement. Prior to this, however, half the participants in each sub­
liminal priming condition were primed in advance with a nonconscious achieve­
ment goal, with the other half not primed with any goal. The results that followed 
support nonconscious motivational contrast: participants who had been primed in 
advance with a nonconscious achievement goal subsequently demonstrated height­
ened anagram task performance when primed with the indifference of others. 
That is, individuals with an activated achievement goal contrasted themselves to 
the absence of motivation they saw in others by working harder toward their non­
consciously held academic achievement goal.

Individuals might also contrast to the goals of interaction partners whose non­
verbal mannerisms subtly indicate social asynchrony. Recent work on behavioral 
mimicry has found that individuals tend to assimilate to the goals perceived to be 
held by those who mimic them, but they might ignore or even contrast to the goals 
of those who do not mimic them. In two recent studies (Leander & Chartrand, 
2010), participants who indicated high sensitivity to behavioral cues to others’ 
internal states—a form of empathy—showed a significant loss of achievement 
motivation themselves when interacting with a confederate who expressed high 
achievement motivation over the course of the interaction but did not mimic them. 
Importantly, participants indicated no conscious awareness of the confederate’s 
nonverbal behavior or how it might have influenced them, suggesting that individ­
uals who are highly sensitive to behavioral cues to others’ internal states might use 
such cues to determine whether to assimilate to or contrast against those others’ 
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goals. This suggests that the subtlest behavioral cues may nonconsciously trigger 
contrast against the goals assumed to be held by an interaction partner, even at 
zero acquaintance with that person.

It may also be that individuals nonconsciously assimilate to others’ goals to con­
trast to the goals assumed of broader social institutions—assimilating to a friend’s 
goal to rebel against a broader societal law or norm. As discussed earlier, many 
individuals can be implicitly tempted to indulge in illegal substances (Leander et 
al., 2009), but recent studies go as far as to suggest that reactance motivation—
which is usually associated with reacting against the goals of others—can actually 
facilitate assimilation to others’ pursuits of such things as underage alcohol con­
sumption (Leander, Shah, Chartrand, & Fitzsimons, 2010). Thus, even when indi­
viduals are not contrasting against the goals of others, they may often assimilate to 
others to contrast against broader social influences, which may foment other forms 
of conflict that extend beyond the immediate interpersonal situation.

Whether by counteracting the impositions of others’ goals or by contrasting 
to dissimilar or disliked others, individuals readily and nonconsciously adopt and 
pursue goals that go against the perceived will and preferences of those around 
them. Importantly, such goal conflict between individuals may be a basic source 
of relationship strife and dissatisfaction—history is certainly rife with examples of 
how competing or incompatible goals can preclude the opportunity to establish 
functional relationships. What’s interesting about these studies is that these con­
flicts of interest occur not just nonconsciously but also wholly within the minds of 
study participants who are simply being presented with social cues in a laboratory 
setting. This suggests that individuals are quite susceptible to cues that trigger 
their oppositional tendencies, cues that lead them to spontaneously react against 
and oppose the perceived goals of others before they or any potential interaction 
partner is consciously aware that such a conflict exists.

Part 3: Goal-Directed Aggression
In the previous sections we considered ways interpersonal conflict and aggression 
may stem from responding to or reacting against others and their goals. Yet to 
be examined, however, is how active goals might foment aggressive behavior on 
their own, over the natural course of their pursuit. Given the relatively reflexive 
nature and uncontrollability of nonconscious goals, they may not be as burdened 
by the rules of polite society in the same way that consciously held goals are. In this 
third and final section, then, we examine evidence suggesting that dispositional 
and situational factors might often lead individuals to nonconsciously pursue their 
goals with greater impunity and heightened behavioral aggression. Examples of 
this from past work have considered how individuals’ own chronic predispositions 
might lead them to nonconsciously pursue their goals with greater aggression when 
the situation warrants. Children with more aggressive tendencies, for instance, 
rather automatically generate more hostile solutions to social problems compared 
with children with less aggressive tendencies (Bloomquist, August, Cohen, Doyle, 
& Everhart, 1997), suggesting an implicit tendency toward aggression in pursuing 
their social goals.
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Research on nonconsciously cued social power also supports the notion that 
individuals with certain chronic tendencies may automatically respond to such 
cues by pursuing their goals in more aggressive or self-centered ways. For instance, 
participants in one study who had a relatively strong exchange orientation to their 
social relationships (tit-for-tat, as opposed to a more communal orientation) who 
were nonconsciously primed with social power subsequently behaved more selfishly 
on a task-sharing exercise by overloading their partner with the more onerous tasks 
and assigning the easier tasks to themselves (Chen, Lee-Chai, & Bargh, 2001). The 
effects of priming social power can also nonconsciously enhance the pursuit of sex 
goals among men with high power–sex associations in memory and among men 
with stronger predispositions toward sexual harassment (Bargh, Raymond, Pryor, 
& Strack, 1995). Thus, situational cues that implicitly invoke concepts of social 
power can often enhance individuals’ own behaviorally aggressive tendencies.

Recent work suggests that failing at a nonconscious goal may also instigate 
socially aggressive behavior. Psychology has long acknowledged that failing at a 
goal can sometimes trigger more hostile and aggressive responses in individuals 
(Berkowitz, 1989; Dill & Anderson, 1995), and one recent series of studies demon­
strates that such aggression can occur among individuals who fail at nonconscious 
goals (Jefferis & Chartrand, 2010). In these studies, participants were first primed 
with an impression formation goal and then led to fail at that goal prior to complet­
ing various tasks meant to assess their subsequent aggressiveness. In one of these 
studies, participants who were led to fail at their nonconsciously activated impres­
sion–formation goal subsequently poured more hot sauce into a container that was 
going to be consumed by someone whom they knew hated spicy foods.

Thus, individuals’ chronic tendencies and goal outcomes may nonconsciously 
influence the aggressiveness of their social behaviors, suggesting that goals may 
often instigate conflicts and interpersonal aggression on their own and over the 
natural course of their pursuit.

Conclusion
In this work we examined three broad ways goals can nonconsciously foment inter­
personal conflict and aggression. First, active goals can shape social perceptions 
in ways that promote devaluing of relationships and set individuals against oth­
ers whom they assume are potential competitors for their goals. Second, individu­
als might often counteract or contrast themselves against others’ goals, either in 
reaction to the perceived imposition of others’ influence or to simply differentiate 
themselves from those others. Third, nonconscious goals may often employ socially 
aggressive behavioral strategies to facilitate goal pursuit or cope with a failed pur­
suit. Evidence from these three routes suggests that interpersonal conflict and 
aggression may often be inherent in the pursuit of goals and be a contributor to the 
goals that individuals take on, value, and oppose. Given that many of these influ­
ences are occurring entirely within the minds of the individuals themselves, their 
“reactions” to the perceived affronts of others may actually be what initiates con­
flict in an interaction or relationship. Indeed, in the research we examined, it was 
always the participants’ own goals, needs, and chronic tendencies that shaped their 
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perceptions and reactions to others. This potentially suggests that it is through 
their own subsequent behavior that they elicit the very kinds of hostility that they 
automatically expected from their interaction partners, effectively reinforcing their 
initial reactions (Chen & Bargh, 1997).

One may generally conclude that individuals are most likely to oppose or 
aggress against others’ goals and preferences when their own needs are not being 
met. Some goals that individuals bring into a situation are inherently aggressive (see 
Parts 1 and 3), and some people inherently elicit motivationally aggressive reac­
tions (Part 2). However, such reactions do not necessarily imply a failed interac­
tion. Whether goals—even competitive or aggressive ones—interfere with one’s 
relationships likely depends on how those goals interact with the goals of one’s 
interaction partner. In any social situation—be it a competitive sport or communal 
get-together—both interaction partners bring with them certain goals and expec­
tations that, if met, could result in an overall positive experience for that interac­
tion. If both interaction partners want and expect competition, then some level of 
opposition and aggression will only facilitate the interaction and thus enable the 
goal’s pursuit (to compete you have to have someone to compete with). We suggest 
that interaction partners likely begin to perceive aggression and interpersonal con­
flict when there is a mismatch of goals and expectations, such as when one person 
wishes to be competitive and the other does not—or even when one person wants 
to pursue (or is overzealously pursuing) an affiliative goal (e.g., helping, romance) 
that the other does not want to be a part of. Indeed, the motivational fit between 
two individuals may determine how oppositional and aggressive behaviors are sub­
jectively experienced.

Given that the present chapter focused on interpersonal conflict and aggression, 
it may be easy to conclude that goals operate with a high degree of impunity, if not 
disdain, for others’ needs. This may certainly be true in many cases, but a wealth 
of evidence also suggests that goals often operate to nonconsciously reduce and 
minimize such conflicts. The most powerful example of this stems from research 
on the nonconscious pursuit of prosocial goals: whereas possessing strong prejudi­
cial attitudes can enhance stereotyped motivational attributions, so too does pos­
sessing chronic egalitarian goals help automatically inhibit stereotype activation 
(Moskowitz, Gollwitzer, Wasel, & Schaal, 1999). Furthermore, whereas exchange-
oriented individuals who are primed with power may behave more selfishly, com­
munally oriented individuals primed with power behave more responsibly (Chen 
et al., 2001). Even when in competition with an interaction partner, individuals 
who are concurrently pursuing a prosocial goal will often nonconsciously scale 
back their own efforts when outperforming their competitor (Bargh & Gollwitzer, 
1994). Furthermore, research on nonverbal behavior has found a wealth of evi­
dence suggesting that subtle cues in the form of behavioral mimicry readily elicit 
assimilation to an interaction partner’s goals and values (Leander & Chartrand, 
2010; Leander, Chartrand, & Wood, 2010; Maddux, Mullen, & Galinsky, 2008). 
Therefore, despite the many ways goals facilitate conflict and aggression in rela­
tionships, so too might individuals nonconsciously move to maintain a relative 
sense of peace and harmony to protect their relationships.
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It is important that we also note that many socially aggressive goals are 
dependent on others and cannot be effectively pursued in those others’ absence 
(e.g., competition, rebellion, sexuality; Baron & Boudreau, 1987). Despite the 
potential problems of goal influences on social inferences and reactions, indi­
viduals may often be compelled to perceive others as competitors or as viable 
targets to react against in order to satiate their chronic and recurring needs. 
After all, rebels need a social institution to rebel against, and partisan politicians 
need opponents to decry—adopting opposing goals may represent the pursuit 
of their own unconscious goal to rebel. Thus, active goals might often need to 
nonconsciously manufacture interpersonal conflicts (real or imagined) to facili­
tate their own attainment. The very act of aggressing against others and reacting 
against their goals, then, may have its own functional qualities that have yet to 
be been fully considered.
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If you know the enemy and know yourself, you need not fear the result of a 
hundred battles. If you know yourself but not the enemy, for every victory 
gained you will also suffer a defeat. 

Sun Tzu

S uccess in strategic conflict situations often necessitates a clear understand­
ing of the underlying motives and likely behaviors of one’s opponent. In Tom 
Clancy’s The Hunt for Red October, for example, the captain of a Soviet 

nuclear submarine enters U.S. waters and engages a new technology to avoid 
detection. Although U.S. military commanders suspect he is preparing to attack 
the United States, a Central Intelligence Agency (CIA) analyst named Jack Ryan 
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is convinced that the captain is actually trying to defect. The resulting standoff 
mirrors a classic prisoner’s dilemma: Should the United States preventively use 
force, ensuring a short-term victory, or try the riskier but potentially more reward­
ing route of mutual cooperation? In the end, Ryan is proved right: the U.S. mili­
tary delays the attack, the Soviet commander does switch allegiance, and America 
gains a stalwart ally in the Cold War.

Ryan’s deduction came about because he had thoroughly researched his oppo­
nent’s personal and military background and thus clearly understood the Soviet 
captain’s distaste for the Soviet Union and likely desire to defect. In the real world, 
the successful resolution of the Cuban missile crisis has been credited to President 
John F. Kennedy’s ability to take the perspective of his Soviet counterpart. By 
actively appreciating Soviet Premier Nikita Khrushchev’s core interests of sav­
ing face and retaining power, Kennedy was able to devise a strategic plan that 
steered the two powers away from the precipice of nuclear war, without sacrificing 
the long-term interests of the United States. While publicly refusing to remove 
any of America’s missiles placed near the Soviets (i.e., no quid pro quo on missile 
removal), Kennedy offered that if all nuclear weapons were removed from Cuba 
the United States would pledge not to invade Cuba in the future, terms that satis­
fied U.S. interests while also allowing Khrushchev to declare that he had saved 
Cuba from attack.

These examples, from fiction and fact, illustrate the powerful advantage of hav­
ing a deep understanding of one’s opponent in conflict situations that can some­
times prevent escalation of the conflict to outright aggression. In disparate but 
related domains such as chess, poker, and business, knowing the motives and likely 
behaviors of an adversary can illuminate strategies that will bring about personal 
gain, the downfall of one’s nemesis (Findler, 1990; Lopes, 1976; Thagard, 1992), 
and even long-term peace (Axelrod, 1987). Similarly, in strategic interactions such 
as negotiations, which involve conflicting interests, negotiators must often under­
stand and satisfy the other party’s interests and needs to obtain the best outcome 
for themselves (Thompson, 1990; Thompson & Hastie, 1990; Fisher, Ury, & Patton, 
1991). In contrast, close-mindedness is often the foundation for aggression and 
impulsive retaliation (Chapter 10 in this volume). By understanding an adversary’s 
explicit and implicit interests, anticipating their words and actions, and thinking 
through ways to structure solutions that satisfy their own and the other party’s 
interests, individuals can develop creative solutions that reap the rewards—both 
competitive and cooperative—of strategic social interactions.

Because understanding interests and motives is valuable for competitive suc­
cess, it seems likely that individual characteristics associated with understanding of 
and appreciation for other individuals may prove advantageous in strategic, mixed-
motives situations, such as negotiations and conflict management. In particular, 
two related but distinct interpersonal social competences—perspective taking and 
empathy—have been shown to motivate social understanding across a variety of 
contexts. Although the terms perspective taking and empathy are often used inter­
changeably, there is clear evidence of their differences (Coke, Batson, & McDavis, 
1978; Davis, 1980, 1983; Deutsch & Madle, 1975; Hoffman, 1977; Oswald, 1996). 
On the one hand, perspective taking is a cognitive capacity to consider the world 
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from other viewpoints. It “allows an individual to anticipate the behavior and reac­
tions of others, therefore facilitating smoother and more rewarding interpersonal 
relationships” (Davis, 1983, p. 115). Empathy, in contrast, is an other-focused 
emotional response that allows one person to affectively connect with another. 
Sometimes labeled sympathy or compassion, empathy is a congruent emotion of 
concern experienced when witnessing another person’s suffering (Batson, Fultz, & 
Schoenrade, 1987).

Davis (1983, p. 113) eloquently described the historical roots of the distinc­
tion between perspective-taking and empathy: “Smith (1759) and Spencer (1870), 
writing centuries ago and a century apart, drew a nearly identical distinction 
between two broad classes of response: a cognitive, intellectual reaction on the 
one hand (an ability simply to understand the other person’s perspective), and 
a more visceral, emotional reaction to the other.” Although both characteristics 
are basic building blocks of social competence early in life (Piaget, 1932) and 
have broad social benefits later in life (Bengtsson & Johnson, 1992; Davis, 1983; 
Johnson, 1975), we review the extent to which it is more beneficial to get inside the 
head (perspective taking) versus the heart (empathy) of one’s partner in strategic, 
mixed-motive interactions.

In the current chapter, we examine these two constructs in mixed-motive set­
tings that have explicit implications for our understanding of conflict. We describe 
research examining the differential effects of perspective taking and empathy 
in negotiation contexts (Galinsky, Maddux, Gilin, & White, 2008) as well as the 
effects of perspective taking and empathy in different types of mixed-motive stra­
tegic interactions, such as war games and social coalition games (Gilin, Maddux, & 
Galinsky, 2010). All of these strategic tasks involve an underlying conflict of inter­
est between self and other, creating opportunities for mutual gain on one hand, 
and for impasse, conflict escalation, or lost opportunities on the other hand. Each 
therefore mirrors key dynamics of interpersonal and intergroup conflict.

Perspective Taking
Research on perspective taking suggests it is a valuable social skill in three key 
ways: social coordination, cognitive flexibility, and assertiveness. First, perspective 
taking increases behavioral matching and facilitates social coordination (Chartrand 
& Bargh, 1999; Galinsky, Ku, & Wang, 2005; Galinsky, Wang, & Ku, 2008). As 
early as 1934, George Mead speculated that considering others’ viewpoints allows 
individuals to anticipate others’ behavior and reactions, increasing their social 
maturity. Recent research has directly supported this idea, showing that individu­
als higher on perspective-taking ability are more likely to mimic others’ nonverbal 
behavior (Chartrand & Bargh, 1999), which in turn engenders liking (Chartrand 
& Bargh), goodwill (Van Baaren, Holland, Kawakami, & Van Knippenberg, 2004), 
and assistance (Van Baaren et al.). Thus, a simultaneous give and take of goodwill 
in social interactions helps perspective takers coordinate with others (Galinsky et 
al., 2005, 2008).

Second, perspective taking involves cognitive flexibility. Perspective takers 
are able to step outside the constraints of their own immediate biased frames of 
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reference and step into alternate mindsets. Perspective-taking instructions (com­
pared with control conditions) have reduced a variety of biases, including the myo­
pic tendency to believe one is more hindered by situational constraints than others 
(Moore, 2005), to actually ignore others’ situational constraints (Regan & Totten, 
1975; Vescio, Sechrist, & Paolucci, 2003), and to rely on stereotypic and preju­
dicial assumptions about out-group members (Galinsky & Ku, 2004; Galinsky & 
Moskowitz, 2000; Galinsky et al., 2006; Vescio et al.). This increase in cognitive 
flexibility leads to greater problem solving by perspective takers—the ability to 
cognitively switch between divergent viewpoints, even those with which the per­
spective taker disagrees (Richardson, Hammock, Smith, Gardner, & Signo, 1994; 
Tetlock, Skitka, & Boettger, 1989). Perspective taking seems to prompt an external 
vantage point, allowing an escape from one’s own limiting mental sets.

Finally, perspective takers are assertive. The most common lay definition of 
assertiveness is “standing up for legitimate personal rights” (Wilson & Gallois, 1993, 
p. 48). Here, we adopt a similar definition of assertiveness espoused by Twenge 
(2001, p. 134): a targeted use of firmness to protect self-interest in response to oth­
ers’ aggressive tactics (see also Chapter 5 in this volume for a different definition 
and perspective). Thus, perspective takers strive to satisfy their own and others’ 
interests without being overly concessionary. Overall, dispositionally high perspec­
tive takers are lower in their use of dominating conflict behaviors and chronic 
aggression than others, relying heavily on joint problem solving and discussion in 
the face of conflict (Richardson et al., 1994). They successfully maintain “mind over 
matter” when mildly or moderately provoked, resisting retaliation when it is unnec­
essary and counterproductive (Richardson, Green, & Lago, 1998; see Chapter 4 in 
this volume). However, when faced with an immediate threat to their interests, 
perspective takers will aggress and retaliate. In an intergroup competition task, 
perspective taking, by gaining an understanding that the two sides’ positions are 
truly incompatible, increases appropriately competitive behavior (Johnson, 1967). 
Similarly, perspective takers retaliate in response to an unambiguous, strong prov­
ocation (Richardson et al.). We interpret these results to mean that perspective 
takers avoid initiating aggressive behavior (Richardson et al.) and strive to satisfy 
their own and others’ interests but will not back down in the face of clear competi­
tive contingencies or a strong attack. This pattern of responses indicates a strategy 
similar to that of reciprocal altruism (Trivers, 1971), a highly successful strategy in 
mixed-motive environments (Axelrod, 1984) in which a preference for cooperation 
is balanced with a mechanism for retaliation following exploitation.

Adaptive flexibility and assertiveness embedded in coordinated social interac­
tion should help perspective takers achieve greater gains at the bargaining table. 
Perspective taking has been linked to greater use of joint problem solving and discus­
sion during interpersonal conflict (Richardson et al., 1994), behaviors that have inde­
pendently been shown to be associated with positive negotiations outcomes. Since 
appreciating different interests is essential for finding win–win solutions in nego­
tiations (Thompson & Hastie, 1990), negotiators’ perspective-taking abilities have 
proven to provide some benefit in crafting integrative deals (Kemp & Smith, 1994).

In addition to joint and integrative gains, perspective taking should enhance dis­
tributive gains in negotiation. For example, waitresses who mimic their customers 
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receive bigger tips (Van Baaren, Holland, Steenaert, & Van Knippenberg, 2003). 
Not surprisingly then, perspective takers elicit greater concessions from an oppos­
ing negotiator (Neale & Bazerman, 1982) and can protect themselves from the 
anchoring effects of an opponent’s first offer (Galinsky & Mussweiler, 2001).

Thus, perspective taking allows advantages in adapting to others, and we 
propose this helps perspective takers discover underlying common interests with 
an adversary when they are not obvious. Yet perspective takers also seem to 
protect their own turf, being assertive in defending their own interests and turn­
ing aggressive when necessary and improving others’ outcomes only so far as 
their own interests are not sacrificed. We therefore expected that perspective 
taking would improve individual and joint outcomes in mixed-motive strategic 
interactions.

Empathy
Whereas perspective taking is primarily a cognitive ability, empathy is primarily an 
affective state of concern for others (Davis, 1983) and includes “feelings that are 
more other-focused than self-focused” (Batson et al., 1987, p. 2). Empathy does not 
correlate with the same constellation of personality characteristics as perspective 
taking. Empathy predicts more intense experience of emotions (Davis; Eisenberg 
et al., 1994; Okun, Shepard, & Eisenberg, 2000), greater sensitivity to others 
(Davis), and helping others even at one’s own expense (see reviews in Batson, 1991; 
Batson & Oleson, 1991). Empathy benefits others by prompting prosocial help­
ing (Archer, Diaz-Loving, Gollwitzer, Davis, & Foushee, 1981; Batson, O’Quinn, 
Fultz, Vanderplas, & Isen, 1983; Batson et al., 1987; Coke et al., 1978). For instance, 
empathizers volunteer more time to help others compared with perspective takers 
(Oswald, 1996), and empathy results in participants assigning an unknown partner 
a more desirable task while accepting a less desirable task for themselves (Batson 
et al., 2003). As such, empathy is a highly effective means of inducing consider­
ation and helping of others. However, empathy-induced helping is often done at 
the expense of one’s own concerns. Allocation decisions by empathizers can be so 
other-serving as to harm one’s self-interest (Batson et al.).

In strategic interactions, empathy can similarly result in an overconsideration 
of an adversary. For example, empathizers tend to cooperate in prisoner’s dilemma 
games (Batson & Moran, 1999), even if they know that their opponent has previ­
ously defected and therefore cooperation is likely to be to their own detriment 
(Batson & Ahmad, 2001). Lending support to the idea that empathy may not be an 
asset but a liability in negotiations is evidence showing that agreeableness is associ­
ated with worse distributive outcomes (Barry & Friedman, 1998). Empathy is asso­
ciated with increased perceived closeness or mental merging with others (Cialdini, 
Brown, Lewis, Luce, & Neuberg, 1997). Although this “oneness” may expand the 
boundaries of the self to include the other, a healthy appreciation of different 
priorities necessary to create win–win outcomes may not result from empathic 
concern. In addition, close personal relationships increase attention to others’ 
outcomes (Sally, 2000) but reduce concentration on economic gain (Ligthart & 
Lindenberg, 1994). As a result, romantic partners, compared with strangers, arrive 
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at less integrative outcomes because they set lower aspirations, make fewer offers, 
and engage in less assertive behavior (Fry, Firestone, & Williams, 1983). Similarly, 
friends are often less assertive because of a greater concern with maintaining the 
relationship (Peterson & Thompson, 1997).

Because empathy creates such a strong other-focus, empathizers may be unable 
to enlarge the negotiation pie or to claim a share of the pie for themselves. Because 
empathy motivates a low focus on protecting one’s own interests and produces a 
passive stance, we expected empathy to lead to less efficient integration of interests 
and a failure to claim a fair share of individual gains at the negotiation table.

The Dual Concern Model: Predicting the 
Effects of Perspective Taking and Empathy

The Dual Concern Model of negotiations provides a useful framework for making 
clear predictions about the relative advantages of perspective taking and empa­
thy in strategic, mixed-motive interactions. According to the Dual Concern Model 
(Pruitt & Rubin, 1986), negotiators can choose to divide their attention between 
themselves and the other side: Negotiators can be attentive only to their own con­
cerns, only with the concerns of the other side, or have a mix of attention focused 
on self and other concerns. When attention is focused only on self-interests, nego­
tiators tend to be overly aggressive, displaying obstinate behavior designed to 
increase individual or distributive gains at the other’s expense. However, focusing 
only on the interests of others encourages self-destructive and spineless concession 
making. Instead, a balance of attention to both self-interests and the interests of 
others and concerns facilitates creative problem solving. As such, effective nego­
tiators must find a tenuous balance between facilitating positive and cooperative 
interactions within a competitive and often distrustful environment; this neces­
sary balancing of competition and cooperation has been dubbed the “negotiator’s 
dilemma” (Lax & Sebenius, 1986).

Extrapolating from this model, empathy could tip the balance of attention too 
far toward cooperation and the other side’s concerns, leading negotiators to sacri­
fice self-interest and, by not pushing one’s own interests, even preventing negotia­
tors from discovering insights that could benefit both sides. In contrast, perspective 
taking may lead to a more balanced focus on appreciating others’ interests without 
forfeiting one’s own claims and therefore produce beneficial outcomes for both 
the self and other. Indeed, Adam Smith (1759) suggested in his work on moral 
sentiments that perspective taking was more essential than empathy in achieving 
efficient outcomes, that looking at things from an outside perspective allows indi­
viduals to override passions such as excessive sympathy that can impair insight and 
creativity. Overall, we predict that perspective taking will enhance both joint and 
individual outcomes in negotiations, whereas empathy may lead to disadvantages 
on both these fronts.

However, we believe there are important mixed-motive situations in which 
empathizers should have a marked advantage, such as coalition building, in which 
there is a benefit to recognizing subtle emotional reactions that are diagnostic of 
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other’s emotional connections with oneself. That is, we expect that empathic indi­
viduals will read others’ interpersonal cues more accurately. As a result, in tasks 
where such understanding confers a strategic advantage, affective accuracy might 
lead to a performance advantage of empathy over perspective taking.

Perspective Takers Are Better Negotiators
Galinsky et al. (2008) both measured and manipulated perspective taking and 
empathy to explore their influence in two negotiation tasks that represent common 
and challenging barriers to understanding: (1) compatibility of underlying interests 
in the face of conflicting positions (Studies 1 and 2); and (2) differing preferences 
and priorities (Study 3). Indeed, perceiving one has dissimilar personal goals is 
often the foundation of increased rates of fighting in close relationships (Chapter 
12 in this volume). These two barriers to mutual understanding are underlying 
contributors to most interpersonal conflicts. They sought to answer the following 
question: For individuals involved in such mixed-motive situations, is it more effec­
tive to empathize with an opponent (have them inside your heart) or to understand 
their thoughts and perspective (get inside their head)?

Two of their studies used a negotiation over the sale of the “Texoil” gas sta­
tion (Goldberg, 2008), where a deal based solely on sale price was impossible. 
Specifically, the buyer’s reservation price (the maximum he or she was authorized 
to pay) was lower than the seller’s reservation price (the minimum he or she was 
willing to accept), resulting in a negative bargaining zone for sale price. However, 
both parties’ underlying interests were compatible: The buyer wanted to hire man­
agers to run the station, and the seller needed help financing a sailboat trip and to 
obtain employment after returning. Thus, parties could agree to a sale price below 
the seller’s reservation price, but with a stipulation of future employment. To reach 
a successful deal, participants had to discover this alternative solution themselves 
during the course of the negotiation.

In this study, dyadic levels of perspective taking and empathy (controlling for 
the Big Five traits, and gender) predicted the likelihood of negotiating a deal. 
However, only dyads’ perspective-taking tendencies acted as a significant positive 
predictor of whether a successful deal was reached. In contrast there was a nega­
tive relationship between empathy and deal discovery. Follow-up analyses at the 
individual level found that only the buyer’s chronic perspective taking significantly 
predicted whether a deal was reached, whereas for sellers only their openness to 
experience significantly predicted whether a deal was reached.

In other words, perspective-taking tendencies (particularly in the buyer) helped 
negotiators overcome their apparently conflicting positions and generate a creative 
resolution to a mutual problem that met both parties’ needs. Empathy, in contrast, 
proved detrimental to discovering a solution. Importantly, the advantages of per­
spective taking were independent of the Big Five personality variables, providing 
discriminate validity for its role in negotiations.

In this research only the buyer’s perspective-taking tendency made a difference 
in producing a deal. However, this reasoning is consistent with recent research 
showing the importance of the buyer’s role in soliciting information in this gas 
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station negotiation (Maddux, Mullen, & Galinsky, 2008). Although the seller needs 
to reveal personal information (not surprisingly, the seller’s openness to experi­
ence mattered in the current negotiation), a deal cannot be achieved unless the 
buyer plays an active role in soliciting and appreciating the value of the seller’s 
disclosures in crafting a solution. Thus, only the buyer’s perspective-taking ability 
predicted creative problem resolution.

A second study manipulated the perspective taking and empathy of the buyer 
in the same Texoil negotiation. Buyers in the empathy condition were given the fol­
lowing instructions: “In preparing for the negotiation and during the negotiation, 
take the perspective of the service station owner. Try to understand what he or 
she is feeling, what emotions he or she may be experiencing in selling the station. 
Try to imagine what you would be feeling in that role.” Buyers in the perspective-
taking condition were told the following: “In preparing for the negotiation and 
during the negotiation, take the perspective of the service station owner. Try to 
understand what he or she is thinking, what his or her interests and purposes are 
in selling the station. Try to imagine what you would be thinking in that role.” The 
results replicated the overall pattern from the correlational study: perspective tak­
ers achieved significantly more deals than empathizers and control participants 
(who did not differ from each other), overcoming seemingly conflicting interests.

This study also measured another outcome with implications for conflict resolu­
tion: the seller’s satisfaction with how he or she felt treated during the negotiation. 
Here empathy proved advantageous; being empathized with led to the highest level 
of interpersonal satisfaction. Although perspective takers inspired significantly less 
satisfaction than did empathizers, they still produced significantly more satisfaction 
than control participants. Thus, although empathy had immediate affective benefits 
for the other side, empathizers did not have an advantage over control participants 
in producing more deals, which would provide long-term value for themselves and 
their opponent and resolve their conflict of interest. In contrast, perspective takers 
secured the most agreements with sufficient opponent satisfaction.

Galinsky et al. (2008) next examined whether perspective taking and empa­
thy would help negotiators navigate multi-issue negotiations. Whenever a negotia­
tion involves multiple issues, negotiators can have different priorities; negotiators 
can improve their outcomes by conceding on low-priority issues in exchange for 
their high-priority ones, a technique called logrolling (Froman & Cohen, 1970). 
Logrolling is an excellent conflict resolution tool, even in close and ongoing rela­
tionships, because it allows the parties to trade off “wins” on issues on which they 
want opposite things for the sake of the overall deal or relationship (Sheppard, 
1999). Mere compromise, or simply “splitting” all issues down the middle, is an 
impediment to reaching efficient agreements compared with making mutually 
beneficial trade-offs (Thompson, 1990; 2001; Tripp & Sondak, 1992). Multi-issue 
negotiations also highlight a dilemma negotiators face: finding a balance between 
capturing value for oneself (value-claiming) and maximizing the available resources 
for both parties (value-creating; Lax & Sebenius, 1986). To be most effective, nego­
tiators must both create as large a pie of resources as possible (to produce the most 
economically efficient agreements) and also claim as much of that pie as possible 
(to satisfy their self-interest). In the context of ongoing business and personal 
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relationships, sound negotiation deals that create a lot of value and distribute it 
fairly should also help prevent future disputes (Sheppard, 1999).

In a multi-issue negotiation Galinsky et al. (2008) found that taking the per­
spective of one’s opponent produced both the greatest amount of joint gains and 
more profitable individual outcomes. Perspective takers achieved the highest level 
of economic efficiency without sacrificing their own material gains. In contrast, 
empathizers received the lowest individual outcomes, with increases in joint gains 
going mostly to the empathizer’s opponent (see also Chapter 14 in this volume for 
when forgiveness can erode self-respect). Interestingly, it appears in their studies 
that the negotiator who would achieve the best individual outcome is one who 
takes the perspective of an empathizing opponent, suggesting that negotiation out­
comes may be driven by the interaction between these two social competencies.

Overall, the initial studies by Galinsky et al. (2008) suggest that it is better to 
“think like” rather than to “feel for” one’s adversaries. In other words, it is more 
beneficial to get inside their head than have them inside one’s own heart.

Perspective Takers Navigate Mixed-Motive 
Situations Because They Are More Accurate 

in Predicting Their Opponent’s Moves
The previous studies focused on negotiations and not conflict per se. However, 
the results are highly suggestive of performance in conflict-related settings. The 
Texoil exercise in particular presents a classic dilemma in resolving interpersonal 
conflicts. When an obvious solution is not possible (in this case, a mutually benefi­
cial price), parties often become angry and frustrated. The key to a solution and 
to prevent ill will is to discover mutually compatible underlying interests. Indeed, 
researchers have repeatedly shown that identifying overlapping interests is critical 
in solving interpersonal conflicts as well as negotiations (Brett, 2007; Ury, Brett, & 
Goldberg, 1988). Thus, the extent to which perspective taking and empathy predict 
the ability to identify both parties’ underlying interests should likely apply across 
an array of mixed-motive contexts, including situations involving bargaining as well 
as those involving interpersonal or strategic disputes.

To see if their findings generalized to settings involving a more explicit degree 
of conflict, Gilin, Maddux, & Galinsky (2010) followed up these initial studies 
by exploring the differential effects of perspective taking and empathy in other 
types of mixed-motive settings. They predicted that perspective taking (but not 
empathy) would provide an accurate understanding of the opponents’ strategy and 
interests in cognitively based competitive interactions. In contrast, they predicted 
that empathy would aid performance in competitive tasks requiring an emotional 
appreciation of and connection with the other side.

Their first study used a simulated “war game” that involved multiple rounds of 
a potential arms race with an “enemy” country. This task tends to generate realistic 
emotional conflict responses, such as anger, frustration, and a desire for retalia­
tion in the face of attack, even though it occurs over a relatively brief interaction 
period. Participants had to make repeated decisions about whether to disarm one’s 
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bombs or to use them to bomb the opponent. Games ended as soon as one of two 
outcomes occurred: either (1) attack: one opponent bombed the other; or (2) peace: 
10 bomb-free (peaceful) rounds were concluded. Also, at various points, face-to-
face negotiations were mandatory so each player was able to communicate directly 
with his or her opponent. There are two roads to success in this game. First, one 
potentially winning strategy is to disarm fewer weapons than one’s adversary and 
then attack. Second, if neither player attacked in the 10 rounds of a game, “peace” 
was declared, and payments were paid out by a neutral third party, the World 
Bank. Parties were then rewarded according to the extent to which they met or 
surpassed the goal of 50% disarmament. Success at this game involves using com­
plex cognitive strategy, anticipating the strategy of the opponent, persuading the 
opponent to make mutually beneficial moves, and avoiding gratuitous retaliation 
that will escalate distrust, value destruction, and stalemate with a partner. In other 
words, the task models real-world strategic conflict situations in which one must 
keep one’s anger and frustration in check to avoid a cycle of increasing provocation 
and aggression.

Gilin et al. (2010) tested how individual differences in perspective taking 
and empathy predicted individual profit, joint gain provided by the World Bank, 
and the percent of total games in which the dyad achieved peace (both parties 
cooperated through all 10 rounds without attack). With regard to joint gain and 
attainment of peace, the pattern or results were very similar to those found in 
the previously described Texoil study. Dyadic-level perspective taking was associ­
ated with dyads reaching peace more frequently (i.e., more of their games ended 
without a “bomb attack”), but dyadic empathy actually predicted a significantly 
lower percentage of peaceful solutions. In addition, the amount of joint integra­
tive gains resulting from peaceful resolutions (reward money from the “World 
Bank”), indicating the extent of cooperation in peaceful games, was positively and 
significantly related to dyadic perspective taking but negatively and significantly 
related to dyadic empathy.

This pattern of results suggests that, perhaps surprisingly, there was more 
retaliation when the collective empathy among the adversaries was high. Research 
shows that regulating anger is a key factor in successfully navigating conflicts 
(Chapter 9 in this volume). Game-by-game analyses provide some insight into how 
perspective takers were able to succeed: Those higher on perspective taking not 
only disarmed their own arsenals to a greater extent but also were able to convince 
their opponents to do the same and thereby create joint gain. In contrast, high-
empathy individuals and dyads had more aggressive attacks and fewer successfully 
cooperative interactions. High-empathy dyads seemed to get locked in spirals of 
escalating conflict involving attack and counterattack. We speculate that this may 
be a function of the greater emotionality of empathic individuals. Perhaps under 
direct threat and attack, this emotionality can lead to being “carried away” by anger 
or spite, leading to counterproductive conflict escalation (Pillutla & Murnighan, 
1996). With regard to individual gains, higher levels of perspective taking were 
related to significantly greater profit, whereas empathy predicted fewer individual 
profits. Thus, perspective takers not only achieved peace but also secured higher 
profits for themselves.
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A second study by Gilin et al. (2010) tested whether perspective taking and 
empathy would predict performance in a simple ultimatum bargaining game and 
whether accurate inferences about the opponent’s strategy would mediate these 
effects. An ultimatum bargaining game involves two roles: a “Proposer,” whose role 
is to make a single offer of a pool of resources (e.g., $10) to a Responder, who must 
simply accept or reject the offer (Pillutla & Murnighan, 1995). Acceptance means 
parties keep the distribution of money offered by the Proposer; rejection means 
that neither party receives any amount of the resource.

The ultimatum task therefore models a simple conflict in which one oppo­
nent has decision power while the other has the power to respond to and pro­
tect against potentially unfair decisions. It provides an ideal context for testing 
whether cognitive understanding of the partner’s perspective drives successful 
outcomes because the Proposer’s outcome largely depends on participants’ per­
ceptions of the likely responses of the other person. For example, a Proposer 
who completely disregards what the opponent might view as a favorable or fair 
outcome (i.e., by taking most of the money for himself) is likely to have the offer 
rejected and wind up with no money at all. On the other hand, choosing an offer 
that the responder perceives as fair will result in an accepted agreement and 
money for both sides. But this is a classic mixed-motive situation because the 
sender wants to send as little money as possible that will still be accepted to 
maximize his or her own gain.

In their study, only the perspective taking but not the empathy of the Proposer 
predicted both whether a Responder accepted an offer and the amount of money 
secured. In addition, the Proposers who were higher on perspective taking were 
more accurate in determining whether their opponent would accept their ultima­
tum offers and this accuracy mediated their ability to secure acceptances.

Empathizers Are More Effective in 
Predicting Emotional Connections

All of the studies described in this chapter suggest that perspective taking is supe­
rior to empathy in mixed-motive settings: perspective takers can get inside the 
head of opponents and understand their interests and priorities and can predict 
and influence their likely behavior. However, in some strategic interactions and 
coalition–formation situations, the key is determining with whom one has emotion­
ally or affectively connected. To test this hypothesis, Gilin et al. (2010) designed a 
three-person social coalition game in which participants could win a cash prize but 
only if they selected as their coalition partner someone who also simultaneously 
chose them (rather than a third person). However, participants were not told they 
were playing a strategic coalition game until after an introductory session in which 
they got to know the two other participants. The game was therefore not primarily 
a cognitive task, but rather a more intuitive and affective task in which participants 
needed to retroactively assess their social connections with others during the pre­
vious interaction; success depended on having gathered the correct sense of their 
previous emotional connection with others.
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In this game, empathy was a benefit to both winning the game and accuracy 
about the other players’ game choices. In contrast, perspective taking was not 
associated with either winning or accuracy, although perspective taking was never 
detrimental to either outcome. In this study, empathic tendencies conferred an 
advantage, predicting successful coalition building. These results indicate that 
empathy can be an asset when conflicts are fundamentally based on affective, 
interpersonal connections, such as interpersonal disputes with spouses, friends, 
family, and colleagues.

Conclusions
We have reviewed a number of studies exploring the role of two social compe­
tencies—perspective taking and empathy—in predicting success in mixed-motive 
situations that model key underlying characteristics of conflict. In negotiations, 
war games, and ultimatum games, where success is typically achieved by under­
standing the likely strategic moves of one’s opponent, perspective taking proves 
advantageous. Perspective takers are better able to uncover underlying interests to 
generate creative solutions and to craft more efficient deals in multi-issue negotia­
tions. They are also better able to anticipate and steer likely behavior in war-like 
clashes, leading them to achieve higher levels of peace. Not only do perspective 
takers reach agreements and peace while maximizing the size of the bargaining 
pie, but they also take nice big pieces of that pie, garnering the highest levels 
of individual profit. They seem to take Sun Tzu’s exhortation that to know one’s 
enemy is the road to success on the battlefield.

However, when success in a strategic interaction requires determining if you psy­
chologically connect with another person, empathizers were more likely to win in a 
coalition-formation game. These results suggest that empathy can promote not just 
closeness to others but also an accurate assessment of interpersonal connection, lead­
ing to success in strategic tasks that require affective understanding.

Overall, these studies suggest that perspective taking and empathy can each 
promote successful resolution of competitive interactions depending on the type of 
conflict. In general, the identification of mutually compatible underlying interests, 
a key conflict resolution strategy, seems to be at the heart of perspective-taking 
ability, and we found an advantage for perspective takers when interactions (e.g., 
negotiations, war games) required an appreciation of counterparts’ underlying 
interests. On the other hand, conflicts involving more affective, interpersonal dis­
putes may be best approached with an empathetic mindset.

At the same time, however, we acknowledge that many real-world conflicts 
involve both affective and cognitive elements, and we believe that having both 
skills is likely useful: empathy for appreciating and diffusing the affective ele­
ments that are defining features of conflict; and perspective taking for deduc­
ing compatible interests and possible solutions to achieve an enduring resolution. 
Indeed, in our opening examples, both Jack Ryan and President Kennedy not 
only identified key underlying interests of their Soviet counterparts that led to 
win–win outcomes but were also able to diffuse heated interpersonal tensions 
among their own decision-making teams (in both cases, government and military 
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officials who pushed for a military response) to get their proposed, peaceful solu­
tions implemented. Thus, although future research is needed for empirical con­
firmation, we believe there is likely an ideal balance between both mindsets in 
many conflict situations, suggesting perhaps that the ideal is to strive for some­
thing like Aristotle’s “golden mean.” In deciding when and how best to use one’s 
head and one’s heart in conflict situations a little of both may go a long way. Like 
the famous characters from The Wizard of Oz, successful resolution of conflicts 
requires brains, a heart, and a little courage.
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Perception, Management, and 
Resolution of Social Conflicts1

Joseph P. Forgas and Hui Bing Tan
University of New South Wales

Introduction

I magine that you are hearing a marching band performing a cheerful, upbeat 
tune while you are thinking about a serious conflict you need to resolve with 
your partner. Would the mood induced by the music influence your thoughts, 

plans, and eventual conflict management strategies? This chapter will explore the 
psychological mechanisms responsible for such effects, describing a series of exper­
iments demonstrating the influence of mood on various conflict behaviors. It is well 
known that affect is an integral component of most social conflicts and also plays 
a crucial role in many aggressive encounters (Forgas, 2002, 2007; Zajonc, 2000; 
see also Chapter 9 in this volume). Affective states are likely to influence a variety 
of strategic conflict-related behaviors, such as assertiveness (see Chapter 5 in this 
volume), forgiveness (see Chapter 14 in this volume), goal setting (Chapters 6 and 
12 in this volume), perspective taking (Chapter 7 in this volume), and reactions 
to ostracism (Chapters 3 and 13 in this volume). Returning to our introductory 
example, military music has been used ever since antiquity to influence soldiers’ 
mood states, in the hope that upbeat, energetic music creates a more assertive and 
confident mindset that can influence behavior in conflict situations. In another 

1	 This work was supported by a Professorial Fellowship from the Australian Research Council and 
the Research Prize by the Alexander von Humboldt Foundation to Joseph P. Forgas. For further 
information on this research project, see also www.psy.unsw.edu.au/users/jforgas.htm.
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literary example, Thomas Mann in a short story describes how chess players’ deci­
sions whether to use a defensive or aggressive strategy is markedly influenced by 
the upbeat or downbeat mood of the background music played by an orchestra in 
the background.

Although the last two decades saw something like an “affective revolution” 
in psychological research (see also Forgas, 2002, 2006), we are still a long way 
from fully understanding the age-old puzzle about the links between affect and 
cognition, feeling and thinking as the two complementary faculties of the human 
mind (Hilgard, 1980). There is compelling recent evidence from evolutionary 
social psychology, neuropsychology, and psychophysiology suggesting that affect 
is an essential component of motivated social thinking and behavior (Adolphs 
& Damasio, 2001; Blascovich & Mendes, 2000). However, we do not yet fully 
understand when, how, and why these effects occur. This chapter will describe a 
series of recent studies showing how positive and negative mood states can influ­
ence both the content and the process of how people think about conflict situ­
ations, resulting in significant consequences for conflict behaviors and conflict 
resolution strategies.

We will begin with a brief overview of early research on affect and social con­
flict and will survey recent cognitive theories relevant to understanding this link. 
Next, two converging lines of research will be described demonstrating affec­
tive influences on the content and process of thinking and behavior in conflict 
situations. First, experiments demonstrating affect congruence will be described, 
showing that affective states may color the way people interpret and evaluate 
conflict situations, influencing their negotiating strategies and the way interper­
sonal demands are formulated and responded to. A second line of experiments 
explores affective influences in information-processing strategies, showing that 
affect impacts on how people process conflict-relevant information. In particular, 
mild negative moods often trigger a more systematic, accommodative information 
processing style that results in more effective and more successful judgments and 
behaviors in conflict situations and greater sensitivity to social norms.

Affect, Mood, and Emotion
There is as yet little general agreement in the literature about how best to define 
terms such as affect, feelings, emotions, or mood (Fiedler & Forgas, 1988; Forgas, 
1992, 1995, 2002). We have argued elsewhere that affect may be used as a generic 
label to refer to both moods and emotions. Moods in turn could be described 
as “low-intensity, diffuse and relatively enduring affective states without a salient 
antecedent cause and therefore little cognitive content (e.g., feeling good or feel­
ing bad),” whereas emotions “are more intense, short-lived and usually have a 
definite cause and clear cognitive content” (e.g., anger or fear) (Forgas, 1992, p. 
230). This distinction is highly relevant to understanding the functions of affect in 
conflict behaviors. There is much evidence for the influence of specific emotions 
such as anger, shame, guilt, and pride in conflict behaviors (see Chapter 9 in this 
volume). In addition, subtle, nonspecific moods may often have a potentially more 
enduring and insidious motivational influence on social cognition and behaviors in 
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conflict situations (Fiedler, 1991; Forgas, 1992, 1995, 2002; Sedikides, 1992, 1995). 
Accordingly, our primary concern here is with the effects of low-intensity moods 
rather than distinct emotions.

Affect and Social Conflicts
The key role of affect in the way people think about and respond to social con­
flicts has been suggested in a number of early studies. Psychoanalytic theories 
assumed that affect has a dynamic, invasive quality and can “take over” judg­
ments unless adequate psychological resources are deployed to control these 
impulses (Feshbach & Singer, 1957). Conditioning and associationist theories 
provided an alternative account, suggesting that previously “neutral” concepts 
can become affectively loaded as a result of incidental associations with affect-
eliciting stimuli. According to radical behaviorists such as John Watson, all affec­
tive reactions acquired throughout life are the product of such a cumulative 
pattern of associations.

More recent work showed that implicit representations of common social 
encounters, including conflict situations, are largely determined by the feelings 
aroused by these events, rather than their objective features (Forgas, 1979, 1982). 
Feelings of anxiety, confidence, intimacy, pleasure, or discomfort are critical in 
defining implicit representations of social encounters. Several decades ago, Pervin 
(1976) noted that what is striking is the extent to which interpersonal situations 
are “described in terms of affects (e.g., threatening, warm, interesting, dull, tense, 
calm, rejecting) and organized in terms of similarity of affects aroused by them” 
(p. 471). More recently, Niedenthal and Halberstadt (2000) showed that such emo­
tional categorization is extremely common. Many social stimuli and events are per­
ceived, categorized, and responded to not based on their objective characteristics 
but in terms of the emotional reactions they elicit.

Affect also has a dynamic influence on how social information—including 
information about conflict situations—is interpreted, processed, and remembered 
(Bower, 1981; Forgas, 1995a, 2001, 2002). Contemporary cognitive theories focus 
on the information-processing mechanisms that allow affective states to influence 
both the content and the processes of thinking and judgments.

Cognitive Mechanisms of Affect Congruence
Affective states can have two kinds of effects on social thinking and behavior. They 
may influence (1) the content of thinking by selectively priming affect-congruent 
thoughts and responses, and they may also influence (2) the process of thinking, 
that is, the way people process social information. We shall consider these two 
kinds of effects in turn.

Content Effects

The associative network model by Bower (1981) proposed that affect and cogni­
tion are integrally linked within an associative network of mental representations. 
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Selectively primed affect-congruent constructs are more likely to be used in 
constructive cognitive tasks—for example, when perceiving, interpreting, and 
constructing responses to a conflict situation. In several experiments, Bower 
found that happy or sad people were likely to selectively remember positive 
(or negative) details of their childhood and of their social activities during the 
preceding weeks, consistent with the predicted selective recall of affect-con­
gruent information. Better access to affect-congruent information should also 
bias perceptions and behaviors in conflict situations, and such mood effects are 
most reliably found when the situation is complex and demanding as is typically 
the case with conflict scenarios (Forgas, 1994, 1999a, 1999b, 2002; Sedikides, 
1995).

An alternative theory of content effects was proposed by Schwarz and 
Clore (1983) who argued that “instead of computing a judgment on the basis of 
recalled features of a target, individuals may simply just ask themselves: “How 
do I feel about it?” and when doing so, they may mistake feelings due to a 
pre-existing mood state as indicative of their reaction to the target” (Schwarz, 
1990, p. 529). This simplistic “how-do-I-feel-about-it” heuristic suggests that 
people often misread their mood as informative of their reactions to an unre­
lated situation. As earlier conditioning theories by Clore and Byrne (1974), this 
model also posits an incidental and subconscious link between affect and unre­
lated stimuli and responses. Research now suggests that people seem to rely on 
affect as a heuristic cue only when they are unfamiliar with the task, when they 
have no prior evaluations to fall back on, when their personal involvement is 
low, and when they have insufficient cognitive resources or motivation to com­
pute a more thorough response (Forgas, 2006). Although affect-as-information 
may influence quick, superficial judgments (Forgas & Moylan, 1987; Schwarz 
& Clore), it is unlikely that more complex and demanding reactions in conflict 
situations would be based on such a superficial and truncated strategy.

Processing Effects

Affect can also influence the process of cognition, that is, how people think (Clark 
& Isen, 1982; Schwarz, 1990). According to the mood-maintenance hypothesis 
(Clark & Isen), people in a positive mood should try to avoid effortful thinking 
to maintain this pleasant state. In contrast, those in negative mood might engage 
in vigilant, effortful processing as an adaptive response to improve an aversive 
state. Others such as Schwarz, and Wegener and Petty (1994), offered a function­
alist “cognitive tuning” account, suggesting that positive and negative affect have 
a signaling–tuning function, informing the person of whether a relaxed, effort-
minimizing (in positive affect) or a vigilant, effortful (negative affect) processing 
style is appropriate.

More recent integrative theories suggest a more subtle pattern (Bless, 2001; 
Bless & Fiedler, 2006; Fiedler, 2001), arguing that the evolutionary significance of 
affective states is not simply to influence processing effort but to trigger qualitatively 
different processing styles as well. Thus, positive affect recruits a more assimila­
tive, schema-based, top-down processing style, when preexisting knowledge guides 
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information processing. In contrast, negative affect produces a more accommoda­
tive, bottom-up, and externally focused processing strategy where attention to situ­
ational information drives thinking (Bless; Fiedler). These processing styles can be 
equally effortful yet produce qualitatively different outcomes in conflict situations 
(Tan & Forgas, 2010). Interestingly, the more vigilant processing mood promoted 
by negative affect can produce some surprising processing advantages, improving 
performance on tasks that require detailed attention to new information and lead­
ing to more successful and adaptive conflict behaviors.

Toward an Integration: The Affect Infusion Model

An integrative theory, the Affect Infusion Model (AIM; Forgas, 1995a, 2002) 
predicts that affect infusion should occur only in circumstances that promote an 
open, constructive processing style (Fiedler, 1991; Forgas, 1995b). The AIM thus 
assumes that (1) affect infusion should depend on the kind of processing strategy 
people use, and (2) all things being equal, people should use the least effortful 
and simplest processing strategy. The model identifies four alternative processing 
strategies: (1) direct access; (2) motivated; (3) heuristic; and (4) substantive pro­
cessing. These strategies differ in terms of two basic dimensions: (1) the degree 
of effort; and (2) the degree of openness and constructiveness of the information-
search strategy.

The combination of these two processing features—quantity (effort) and 
quality (openness)—produces four distinct processing styles (Fiedler, 2001): (1) 
substantive processing (high effort/open, constructive); (2) motivated processing 
(high effort/closed); (3) heuristic processing (low effort/open, constructive); and 
(4) direct-access processing (low effort/closed). Direct-access and motivated pro­
cessing involve highly targeted and predetermined patterns of information search 
and selection, strategies that limit the scope for incidental affect infusion. Mood 
congruence and affect infusion are likely only when constructive processing is 
used, such as substantive or heuristic processing (see also Fiedler, 1991, 2001). 
The AIM also specifies a range of contextual variables related to the task, the 
person, and the situation that jointly influence processing choices. An important 
feature of the AIM is that it recognizes that affect itself can also influence pro­
cessing choices. The implications of this model have now been supported in a 
number of studies.

Affect Congruence in Dealing With Conflicts
According to the AIM, affective states should have a mood-congruent influence 
on dealing with conflict situations that recruit constructive, substantive process­
ing (Forgas, 1995a, 2001; Sedikides, 1995). On the most basic level, there may be 
affect-congruent distortions on the way people interpret observed social behaviors 
(Forgas, Bower, & Krantz, 1984). Happy subjects tend to see more positive skilled 
behaviors, whereas sad mood produces more critical, negative behavior interpreta­
tions even when objective, videotaped evidence is readily available with obvious 
implications for conflict situations.
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Affective Bias in Explaining Relationship Conflicts

Affect may also influence the way people evaluate their partners and real-life 
social conflicts (Forgas, 2002; Forgas, Levinger, & Moylan, 1994). Mood effects on 
dealing with relationship conflicts can have particularly important consequences 
for the success and longevity of the relationship. In a series of experiments, we 
asked happy or sad participants to make causal attributions for recent happy and 
sad conflicts in their current relationships (Forgas, 1994, Experiment 1). There 
was significant mood congruence, with more self-blaming and pessimistic attri­
butions by sad subjects than by happy subjects. In a further study explanations 
for simple versus complex relationship conflicts were compared (Experiment 2). 
Again, sad mood produced more negative, pessimistic attributions. Mood effects 
were greater when explanations were given for serious rather than simple con­
flicts as serious conflicts required more substantive processing, and were associ­
ated with longer processing latencies (Experiment 3). Consistent with the AIM, 
these results confirm that paradoxically, extended processing recruited by seri­
ous conflicts increased mood effects (Forgas).

Affective Influences on Negotiating Strategies

One of the most common methods for dealing with conflict is negotiation. Effective 
negotiation is a critical skill in resolving personal and relationship problems and is 
also routinely used in organizations. In several experiments (Forgas, 1998a), posi­
tive, control, or negative mood was induced by giving participants positive, nega­
tive, or neutral feedback about their performance on a prior verbal test. Next, they 
engaged in either (a) an informal interpersonal, or (b) a formal, intergroup nego­
tiating task. Participants in a positive mood set themselves more ambitious goals, 
formulated more optimistic action plans, and engaged in more cooperative and 
integrative negotiation than did control, or negative mood participants. They were 
also more willing to make and reciprocate deals (Figure 8.1) and actually achieved 
better outcomes. These results provide clear evidence that even slight changes in 
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Figure 8.1â•… Mood-congruent influences on negotiation: happy persons plan, use more 
cooperative and less competitive bargaining strategies, and are more likely to make and 
honor deals than do negotiators experiencing negative affect. (Data based on Forgas, J.P., 
Journal of Personality and Social Psychology, 74, 565–577, 1998. With permission.)
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mood can significantly influence people’s perceptions, plans, and behaviors in a 
negotiating task.

In terms of the AIM, these mood effects on conflict resolution can be explained 
in terms of affect priming mechanisms. Positive mood should selectively prime 
more positive thoughts and associations, leading to the formulation and use of more 
optimistic, cooperative, and integrative bargaining strategies. In contrast, negative 
mood should prime more pessimistic, negative thoughts and associations, leading 
to less ambitious goals and less cooperative, more competitive, and ultimately less 
successful bargaining strategies.

Interestingly, further experiments in this series showed that mood effects 
were reduced for individuals who scored high on measures such as Machiavellism 
and the need for approval. These individuals may have approached the bargain­
ing task from a strongly predetermined, motivated perspective, reducing open, 
constructive processing and thus limiting the extent of affect infusion. Individual 
differences in tendency to use open, constructive versus guided, motivated pro­
cessing may significantly mediate affect infusion into behavior in conflict situations 
(Rusting, 2001).

Mood Effects on Making Requests and Demands

In several experiments we explored the effects of mood on the way people for­
mulate and respond to demands and requests. Requesting is an intrinsically com­
plex behavior characterized by potential interpersonal conflict and psychological 
ambiguity. Requests must be formulated with just the right degree of assertive­
ness versus politeness to maximize compliance without risking giving offense. 
We expected happy people to adopt a more confident, assertive requesting style, 
due to the greater availability of positively valenced thoughts and associations 
(Forgas, 1998b, 1999a, 1999b). Further, in terms of the AIM, these mood effects 
should be particularly strong when the conflict situation is more complex and 
demanding and requires more substantive and elaborate processing. Mood was 
induced by asking people to recall and think about happy or sad autobiographi­
cal episodes (Forgas, 1999a, Experiment 1). Next, participants selected a more 
or less polite request formulation that they would use in an easy and a difficult 
request situation.

Happy participants preferred more direct, assertive requests, whereas sad 
persons used indirect, polite requests, and these effects were greatest in the 
more difficult, demanding request situation. In a follow-up experiment, similar 
effects were found when participants produced their own open-ended requests, 
which were subsequently rated for politeness and elaboration by two indepen­
dent raters (Forgas, 1999a, Experiment 2). This pattern was confirmed in a 
third study, where participants were asked to produce more or less polite versus 
assertive request alternatives in a variety of different realistic situations (Forgas, 
1999b, Experiment 1) following an audiovisual mood induction (watching happy 
or sad films).

A further unobtrusive field experiment looked at naturally produced requests 
(Forgas, 1999b, Experiment 2). After an audiovisual mood induction, the 
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experimenter casually asked participants to get a file from a neighboring office. 
The actual words in requesting the file were recorded by a concealed tape recorder 
and were subsequently analyzed for politeness and assertiveness. Sad people used 
more polite, friendly, and more elaborate request forms, whereas happy people 
used more assertive and less polite forms (Figure 8.2). An analysis of recall data 
confirmed that unconventional requests were also recalled significantly better, 
indicating their more elaborate, constructive processing.

Mood Effects on Responding to Interpersonal Demands

We have so far seen that mood states can have a profound influence on how peo­
ple approach complex conflict situations. Moods may also influence responding to 
more or less assertive demands, such as being confronted by an unexpected request 
from a stranger (Forgas, 1998b). Students entering a library found pictures or text 
placed on their desks designed to induce good or bad moods. A few minutes later, 
they were approached by another student (in fact, a confederate) and received 
an unexpected polite or assertive, impolite demand for several sheets of paper. A 
short time after the incident a second confederate asked them to complete a brief 
questionnaire evaluating their perceptions, recall, and reactions to the demand 
and the requester.

People in a negative mood reacted more negatively, formed more critical, nega­
tive views of requests, and were less inclined to comply than were positive mood 
participants. In a particularly interesting result (Figure 8.3), mood effects were 
greater when the request was assertive and impolite and so required more substan­
tive processing, as also confirmed by better recall memory for these messages later 
on. It seems that assertive, unconventional demands were processed more substan­
tively and resulted in stronger mood effects. As implied by the AIM, affect infusion 
into conflict behaviors seem enhanced when complex, unusual tasks require more 
elaborate processing.
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Figure 8.2â•… Mood effects on naturally produced requests: positive mood increases and 
negative mood decreases the degree of politeness, elaboration, and hedging in strategic 
communications. (After Forgas, J.P., Personality and Social Psychology Bulletin, 25, 850–
863, 1999. With permission.)
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The Information-Processing Consequences 
of Affect in Conflict Situations

In addition to producing affect congruence, affect can also influence the way 
information is processed. Although it is commonly claimed that feeling good 
promotes better thinking in terms of creativity, flexibility, and integrative think­
ing (Ciarrochi, Forgas, & Mayer, 2006; Forgas, 1994, 2002), this is only part 
of the story. In this section we present several experiments showing that nega­
tive affect may also produce desirable and beneficial cognitive consequences. In 
functional terms, negative affect may operate as an adaptive signal recruiting 
more attentive and accommodative thinking that may help people to cope with 
the requirements of demanding social situations (Forgas, 2007). For example, 
negative affect produces a thinking style that helps reduce certain judgmental 
biases (Forgas, 1998c) and promotes more successful social influence strategies 
(Forgas, 2007).

Negative Affect Reduces the Fundamental Attribution Error

Interpreting the behavior of partners and adversaries in a conflict is often subject 
to the fundamental attribution error (FAE) when people see intentionality and 
internal causation despite evidence for the influence of situational forces (Gilbert 
& Malone, 1995). The FAE occurs because people focus on salient and conspicu­
ous information—the actor—and fail to process information about situational 
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Figure 8.3â•… Mood effects on reactions to an unexpected demand in a public place (the 
library): those in a positive mood respond more positively and those in a negative mood 
respond more negatively (higher values indicate more positive reactions). These mood 
effects were greater when the request was impolite and atypical and thus required more 
substantive processing. (Data based on Forgas, J.P., Personality and Social Psychology 
Bulletin, 24, 173–185, 1998. With permission.)
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constraints (Gilbert, 1991). If negative mood promotes the more detailed process­
ing of situational information, the incidence of the FAE and other judgmental 
biases may be reduced (Forgas, 1998c). In one experiment, happy or sad partici­
pants read and made attributions about the writer of an essay advocating a popu­
lar or unpopular position (for or against nuclear testing), which they were told 
was either assigned or freely chosen, using the procedure pioneered by Jones and 
Harris (1967). Happy mood increased and sad mood reduced the incidence of the 
FAE, consistent with the more attentive thinking style recruited by negative affect. 
Similar effects can also occur in real life.

In a field study, happy or sad participants made attributions about the writ­
ers of popular and unpopular essays arguing for or against recycling (cf. Forgas 
& Moylan, 1987). Once again, negative mood reduced the FAE. Recall memory 
data confirmed that these effects were due to the more attentive processing of 
situational information in negative mood (Forgas, 1998c, Experiment 3). These 
effects are consistent with the suggested evolutionary benefits of negative affect in 
recruiting more accommodative processing styles.

Negative Affect Increases Skepticism and Interpersonal Accuracy

Believing or not believing a partner or an adversary is another crucial decision 
people often face in conflict situations. How do we know if the information we 
receive from others is accurate? Accepting invalid information as true (false posi­
tives, excessive gullibility) can be just as dangerous as rejecting information that is 
valid (false negatives, excessive skepticism). Negative moods might produce more 
critical and skeptical judgments, whereas happy people may accept interpersonal 
messages at “face value,” as genuine and trustworthy due to the information-pro­
cessing consequences of affect we discussed previously. To explore this, we asked 
happy and sad participants to judge the genuineness of people displaying positive, 
neutral, and negative facial expressions.

As predicted, those in a negative mood were significantly less likely to accept 
facial expressions as genuine than were those in the neutral or happy condition. 
Curiously, happy participants were also more confident in their judgments than 
were other groups. In another study negative mood reduced and positive mood 
increased people’s tendency to accept others’ facial displays as genuine, consistent 
with the more attentive and accommodative processing style associated with nega­
tive moods.

Negative mood may also improve perception accuracy and the detection of 
deception. In one study happy or sad participants had to determine the truthful­
ness of videotaped statements by people who were interrogated after a staged theft 
and were either guilty or not guilty (East & Forgas, 2008). Those in a positive mood 
were more likely to accept deceptive statements as truthful. Sad participants in 
turn formed significantly more guilty judgments and were significantly better at 
correctly detecting deception (Figure 8.4). A signal detection analysis confirmed 
that sad judges were more accurate in detecting deception (identifying guilty tar­
gets as guilty) than were neutral or happy judges, consistent with the predicted 
mood-induced processing differences.
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Negative Affect Improves the Efficacy of Persuasive Messages

Accommodative processing promoted by negative affect may also result in more 
concrete and factual thinking and result in the production of more effective power 
strategies and persuasive messages. We explored this (Forgas, 2007, Experiment 1) 
by asking happy or sad participants to produce persuasive arguments for or against 
an increase in student fees and for or against Aboriginal land rights. Negative 
mood resulted in arguments that were of significantly higher quality, were more 
concrete, and were more persuasive than those produced by happy participants. 
A mediational analysis established that mood-induced variations in argument 
concreteness improved argument quality. In a further experiment, happy or sad 
participants produced persuasive arguments for or against Australia becoming a 
republic and for or against a radical right-wing party. Sad mood again resulted in 
higher quality and more persuasive arguments, consistent with the prediction that 
negative mood should promote a more careful, systematic, bottom-up processing 
style (Bless, 2001; Bless & Fiedler, 2006; Fiedler, 2001; Forgas, 2002; Figure 8.5).

To further test the actual effectiveness of negative mood arguments, in 
Experiment 3 the arguments produced by happy or sad participants were pre­
sented to a naïve audience of undergraduate students. Arguments written by nega­
tive mood participants in Experiments 1 and 2 were actually significantly more 
successful in producing a real change in attitudes than were arguments produced 
by happy participants. Finally, in Experiment 4 persuasive attempts by happy 
and sad people were directed at a “partner” to volunteer for a boring experiment 
using email exchanges (Forgas, 2007). The motivation to be persuasive was also 
manipulated by offering some of them a significant reward if successful (movie 
passes). People in a negative mood produced higher-quality persuasive arguments. 
However, the offer of a reward reduced mood effects, confirming a key predic­
tion of the Affect Infusion Model (Forgas, 1995a, 2002): that mood effects on 
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Figure 8.4â•… The effects of mood and the target’s veracity (truthful, deceptive) on judg­
ments of guilt of targets accused of committing a theft (average percentage of targets judged 
guilty in each condition). (After East, R. & Forgas, J.P., Manuscript, University of New 
South Wales, 2008. With permission.)



Joseph P. Forgas and Hui Bing Tan130

information processing—and subsequent social influence strategies—are reduced 
by motivated processing. Mediational analyses confirmed that negative mood 
induced longer and more accommodative thinking and more concrete and spe­
cific arguments.

These experiments confirm that persuasive arguments produced in negative 
mood are not only of higher quality as judged by raters but are also significantly 
more effective in producing genuine attitude change in people. However, when 
motivation is already high, mood effects tend to diminish, as predicted by the 
Affect Infusion Model (Forgas, 2002). This finding may have interesting applied 
implications for managing personal and organizational conflicts that also involve 
a great deal of persuasive communication. It is an intriguing possibility that mild 
negative affect may actually promote a more concrete, accommodative, and ulti­
mately more successful communication style in some conflict situations.

When Positive Affect Increases Aggressive Tendencies

After the London bomb attacks, in a tragic mistake British police shot dead 
a Brazilian man who looked like a Muslim. Could it be that merely appearing 
Muslim may function as a subliminal cue facilitating aggressive responses? In a 
recent experiment we investigated the influence of positive and negative moods on 
aggressive responses in the shoot–don’t shoot paradigm with targets who did or did 
not appear to be Muslim. Using this technique (Correll, Park, Judd, & Wittenbrink, 
2002), U.S. participants revealed a strong bias to shoot more at Black rather than 
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Figure 8.5â•… Mood effects on the quality and concreteness of the persuasive messages pro­
duced: negative affect improves the quality and the degree of concreteness of persuasive 
arguments. (After Forgas, J.P., Journal of Experimental Social Psychology, 43, 513–528, 
2007, Experiment 2. With permission.)
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White targets. In our study, we expected Muslim targets to elicit a similar bias. 
In essence, the shooter’s bias task is an unobtrusive behavioral measure assessing 
aggressive reactions to negative stereotypes (Forgas, 1976, 2003).

Partipants were instructed to shoot at targets on a computer screen only when 
they were carrying a gun. We used morphing software to create targets that did 
or did not appear Muslim by wearing a turban or the hijab (see Figure 8.6). We 
expected and found that people tended to shoot more at targets with Muslim head­
gear, and this effect was greater after a positive mood induction (Figure 8.7). This 
result confirms that positive affect facilitated an aggressive behavioral response to 
a negative stereotype, even in a group of otherwise liberal and tolerant Australian 
undergraduates. As Australia has not been subject to Muslim terrorist attacks on its 
territory, other countries in the forefront of Muslim terrorism such as the United 
States and Britain may show an even stronger “turban effect” than the one we 
demonstrated here. The most intriguing finding here is that positive affect trig­
gered a significant selective bias against Muslims, consistent with recent theories 
suggesting that positive affect promotes top-down, assimilative processing that 
facilitates the influence of stereotypes on automatic responses (Bless & Fiedler, 
2006; Forgas, 1998, 2007).

Affective Influences on Interpersonal Strategies in the Dictator Game

If somebody gave you $50 to divide between yourself and another person any way 
you like, how much would you keep for yourself? Does being in a good or a bad 
mood influence such conflict decisions? People face a conflict between being self­
ish and being fair in many everyday situations, and the dilemma inherent in these 
choices has been a major topic for philosophers and writers for decades. Recent 
research in evolutionary psychology suggests that humans and other primates 

Figure 8.6â•… The turban effect: stimulus figures used to assess the effects of mood and 
wearing or not wearing a turban on automatic aggressive responses. Participants had to 
make rapid shoot–don’t shoot decisions in response to targets who did or did not hold a gun 
and did or not wear a Muslim headdress (a turban).
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evolved a sense of justice and fairness as an adaptive strategy to constrain self­
ishness and to maintain social cohesion and harmony (Forgas, Haselton, & von 
Hippel, 2007). Does mood influence how assertive and selfish we are in interper­
sonal situations? We explored the possibility that a positive mood may increase 
assertiveness and selfishness whereas a sad mood may produce greater fairness in 
the dictator game. This question had not been investigated previously. Unlike prior 
research on altruism, the dictator game allows the exploration of mood effects on 
pure selfishness in a simple allocation task.

Traditional economic theories predict that a rational allocator in the dictator 
game should maximize earnings and keep most of the resources. Actual research 
suggests a far more complex pattern. In fact, allocators often give 30%, and even 
50%, to others (Bolton, Katok, & Zwick, 1998; Forsythe, Horowitz, Savin, & Sefton, 
1994), suggesting that behavior is governed by a subtle combination of the conflict­
ing demands of self-interest and the norm of fairness (Haselhuhn & Mellers, 2005; 
Pillutla and Murninghan, 1995). In this situation, moods may influence behavior 
by subtly shifting the way allocators focus on and interpret internal (selfish) and 
external (fairness norm) information. As we have seen, positive moods may pro­
mote a more internally oriented, selfish processing style (Bless & Fiedler, 2006). In 
contrast, negative mood seems to promote a more externally focused, accommoda­
tive processing style, with greater attention to the external norms of fairness.

In the first experiment, volunteer students approached on campus received 
a false-feedback mood induction, and then they played the dictator game and 
made allocations either to an in-group member (student in their own faculty) or an 
unknown person. Mood was induced by giving participants a bogus six-item “test 
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Figure 8.7â•… The effects of positive and negative mood on people’s reliance on stereotypes 
in the shooters’ bias task: those in a positive mood were more likely and those in a negative 
mood were less likely to selectively shoot at targets wearing a turban. (After Unkelbach, 
Forgas & Denson, 2008. With permission.)
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of cognitive-spatial abilities,” estimating the surface area of randomly sized geo­
metric figures and providing positive or negative manipulated feedback describ­
ing their performance as “outstanding” or “poor” to induce good or bad mood 
(e.g., Forgas, 2007). They were then asked to allocate 10 raffle tickets between 
themselves and another person, with a $20 voucher as the ultimate prize. Results 
showed that happy students kept more raffle tickets than did sad students, and 
there was also a nonsignificant trend for greater selfishness toward a stranger when 
in a positive mood (Figure 8.8). These results confirm that transient mood had a 
significantly influence on assertiveness and selfishness.

Experiment 2 replicated this effect using a different mood induction (affect-
inducing films) and a more realistic allocation task in the laboratory, with the 
names and photos of partners also displayed for each task to increase realism. After 
viewing films designed to induce happy or sad moods, participants performed a 
series of allocation tasks described as an “interpersonal game” with eight randomly 
assigned others, each involving the allocation of 10 points. Happy individuals were 
again more selfish and kept more points to themselves than did sad individuals, 
and there was also a significant interaction between mood and the eight trials. As 
the trials progressed, happy individuals became more selfish, and sad individuals 
became more fair (Figure 8.9).

In a further experiment we explicitly manipulated fairness norms by providing 
allocators with information about the fair or unfair behaviors of previous players 
to reinforce or undermine the social norm of fairness. Information about unfair 
allocations should weaken the social norm and should increase the latitude for 
individual deliberations, thus increasing the scope for mood effects to occur. After 
viewing affect-inducing films, participants played the allocation task, after being 
exposed to information about fair or unfair offers of “past proposers” to emphasize 
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or deemphasize the fairness norm. Happy allocators were significantly more self­
ish than the sad group, and mood effects on selfishness are greatest when fairness 
norm was undermined, allowing greater scope for allocators to engage in open, 
constructive processing about their choices.

These experiments consistently show that happy mood increased assertive­
ness and selfishness when allocating resources in the dictator game, an almost 
pure measure of selfishness. Mood effects were greater when the norm of fair­
ness was deemphasized, as allocators were more likely to process the task in an 
open, constructive manner. These findings are conceptually consistent with prior 
evidence showing that positive affect produces more assertive, confident, and opti­
mistic interpersonal strategies, whereas negative mood triggers more pessimistic, 
cautious responses sensitive to external demands (Bless & Fiedler, 2006; Fiedler, 
2001; Forgas, 1999, 2002).

This account is also broadly consistent with functionalist evolutionary theo­
ries suggesting that affect has a signaling function about situational requirements 
(Clore & Storbeck, 2006; Forgas et al., 2007; Schwarz, 1990), with negative affect 
recruiting a more externally focused, accommodative orientation (Bless & Fiedler, 
2006). Positive affect in turn promotes more assimilative, internally focused strate­
gies, further enhancing the tendency for selfishness (Bless, 2001; Bless & Fiedler; 
Fiedler, 2001). Many conflict situations in our private as well as working lives 
involve decisions between acting assertively and selfishly and acting fairly. The 
kind of mood effects on assertiveness and selfishness demonstrated here may have 
important implications for real-life conflict behaviors in personal relationships, 
organizational decisions, and many other everyday situations where decisions by 
one person have incontestable consequences for others.

Summary and Conclusions
There is little doubt that affective states play an important role in influencing how 
people perceive, interpret, and respond to conflict situations—a connection that 
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has been intuitively recognized since time immemorial. Theories such as AIM 
(Forgas, 1992, 1995) offer a simple and parsimonious explanation of when and how 
affective states may infuse conflict-related thoughts and behaviors such as nego­
tiation and making and responding to demands (Forgas, 1998a, 1998b, 1999a, 
1999b). Dealing with social conflict requires complex and elaborate information 
processing strategies. It is the very richness and elaborateness of conflict situations 
that makes mood effects particularly likely, as even a minor selective priming of 
positive and negative memory-based information may have large consequences for 
what is perceived, how it is interpreted, and the kind of responses that are con­
structed. Critical decisions and judgments about conflict episodes are more likely 
to be assertive, confident, and optimistic when a person is in a positive mood state 
and are more likely to be accommodating, negative, or critical when the person is 
in a dysphoric mood.

In addition, more recent research also shows that affective states also influence 
how people deal with social information. It turns out that mild negative moods 
can have a beneficial effect by recruiting more accommodative processing styles, 
by reducing judgmental errors, by improving the quality of persuasive arguments, 
by providing the ability to detect deception, and also by leading to more sensitive 
and fairer allocation strategies. The processing effects of negative mood described 
here seem particularly intriguing, since these studies suggest that mild dysphoria 
could actually improve cognitive strategies and even result in superior outcomes 
(Forgas, 2007).

Interestingly, these results also challenge the common assumption in much 
of applied, organizational, clinical, and health psychology that positive affect 
has universally desirable social and cognitive consequences. Together with other 
recent experimental studies, our findings confirm that negative affect often pro­
duces adaptive and more socially sensitive outcomes. For example, negative moods 
can reduce judgmental errors (Forgas, 1988c), can improve eyewitness accuracy 
(Forgas, Vargas, & Laham, 2005), and can improve interpersonal communication 
strategies (Forgas, 2007), and it seems, as the present experiments show, also can 
increase fairness and sensitivity to the needs of others. There is much scope in 
future work to explore mood effects on other kinds of strategic conflict-related 
behaviors, such as forgiveness (Chapter 14 in this volume), assertiveness (Chapter 
5 in this volume), goal preferences (Chapter 6 in this volume), perspective taking 
(Chapter 7 in this volume), and reactions to ostracism (Chapters 3 and 13 in this 
volume).

 Although much has been discovered about the information-processing and 
representational functions of affective states, not enough of this evidence has so 
far come from research directly concerned with studying social conflicts. This is 
all the more surprising as affect and conflict are closely intertwined, and conflict 
behaviors present a particularly promising and ecologically valid research domain 
to study affective influences on thought and behavior. Given the growing sophisti­
cation of the theories and methods now employed in research looking at the inter­
face of affect and cognition, the time seems ripe to apply these strategies to the 
investigation of the role of affect in the way real-life conflict is perceived, managed, 
and resolved.
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Regulation on Negotiation
Thomas F. Denson and Emma C. Fabiansson

University of New South Wales

N egotiation is a means of resolving social and economic conflict, which 
sometimes evokes negative emotions. Recent theoretical approaches 
acknowledge the consequences that emotions and mood can have on 

negotiations (Bazerman, Curhan, Moore, & Valley, 2000; Morris & Keltner, 2000; 
Shapiro, 2002; see also Chapter 8 in this volume). This review focuses on the role 
that anger plays in negotiations. Anger is important to regulate because it can 
lead to an escalation of conflict (Allred, Mallozzi, Matsui, & Raia, 1997). We first 
explore why anger regulation is important despite the sometimes positive effects of 
expressing anger during negotiation. Next we examine the effectiveness of differ­
ent emotion regulation strategies such as reappraisal, rumination, and distraction 
and discuss how these can be applied to the negotiation context. We then present 
the results from two experiments using emotion regulation to explore what impact 
these anger regulation strategies have on self-reported emotion and on aggressive 
behavior in negotiations.

Expressing Anger Is a Limited But 
at Times Effective Strategy

Whether a negotiator simply expresses or experiences anger can result in very dif­
ferent negotiation outcomes. Anger can be examined from an intrapersonal per­
spective (i.e., felt anger) or an interpersonal perspective (i.e., the effects of anger 
expression on others; Van Kleef, Van Dijk, Steinel, Harinck, & Van Beest, 2008). 
Generally, intrapersonal anger in negotiations is thought to result in poorer nego­
tiation outcomes than interpersonal anger (Van Kleef et al.). For example, intraper­
sonal anger can produce stalemates, conflict, and economically irrational behavior 
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(Allred et al., 1997; Liu, 2009; Pillutla & Murnighan, 1996). By contrast, expressing 
anger can result in financial gain by encouraging opponents to make concessions. 
For example, a salesperson may be likely to give in to an angry customer demand­
ing a discount to avoid further escalation of conflict and to minimize disruption to 
other customers.

Despite these sometimes positive benefits, strategically using anger to 
obtain demands is a limited short-term strategy. For example, anger can neg­
atively impact relationship quality and make people less willing to negotiate 
again in the future (Allred et al., 1997). Over time negotiating counterparts may 
habituate to anger expressions and they may no longer be effective (Tiedens, 
2001). For example, an angry outburst may be effective the first time; how­
ever, the second time one tries this strategy, the other negotiator may resist the 
demands. Furthermore, over time an angry negotiator may develop an argu­
mentative reputation that could negatively influence subsequent negotiations. 
Therefore, expressing anger is doubtful as an effective long-term strategy and 
may be effective only in single instances of negotiation. Moreover, even during 
one-time negotiations among strangers, research suggests that expressing anger 
requires very specific conditions to be effective. These variables include how, 
when, who, and where the anger is expressed. To quote Aristotle, “Anyone can 
become angry. That is easy. But to be angry with the right person, to the right 
degree, at the right time, for the right purpose and in the right way—that is 
not easy.”

How Anger Is Expressed

Anger can be expressed in a number of different ways. Gibson, Schweitzer, Callister, 
and Gray (2009) examined which characteristics are needed for expressing anger 
to result in constructive negotiation outcomes in organizational settings. Anger 
episodes from a variety of organizations were analyzed, and the consequences of 
these episodes were examined by analyzing the respondent’s perceived impact of 
the episode on outcomes at the individual and organizational level. The authors 
also examined the effect of anger expression on the relationship between the par­
ties involved in the event. Positive outcomes were more likely if the anger episodes 
were low in intensity, were expressed verbally rather than physically, and were dis­
played in organizations where expressing anger is considered the norm. However, 
expressing low-intensity anger is difficult, requires control, and if displayed incor­
rectly may result in conflict escalation or stalemate (Gibson et al.). Therefore, both 
how anger is expressed and the context in which it is expressed are important 
determinants of its effectiveness.

When Anger Is Expressed

The effectiveness of expressing anger may also depend on when in the negotia­
tion anger is expressed (e.g., at the beginning of the negotiation, during the posi­
tioning phase, during problem solving, or at the end of the negotiation; Morris 
& Keltner, 2000). The positioning stage is when one or both negotiators express 
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their negotiation stance to their partner—for example, what points they would be 
willing to concede and refuse to compromise. Anger expressed during the position­
ing stage may result in gaining an upper hand through coercive pressure. Anger 
expressed during the bargaining stage may signal dissatisfaction with the offer and 
encourage their counterpart to offer a more satisfactory offer. However, negative 
effects may occur when anger is expressed during other stages. For example, anger 
expressed during the initial stages of the negotiation may produce a stalemate or 
unwillingness to negotiate in the first place.

Who Expresses Anger

Whether anger is an effective strategy for claiming value also depends on who 
expresses the anger and their bargaining position. The moderating effects of gen­
der, status, and the number of alternative offers have been investigated in this 
regard. Individuals in a high-power position (operationalized as the number of 
available alternatives) are more likely to gain from expressing anger when they are 
paired with a low-power opponent who possesses limited alternatives (Friedman 
et al., 2004; Sinaceur & Tiedens, 2006; Van Kleef & Côté, 2007). For example, 
participants with few or many clients to choose from read vignettes and rated how 
much they would concede to a client that expressed anger or did not express anger. 
Whereas participants with good alternatives conceded similar amounts to nonan­
gry and angry clients, when participants had poor alternatives they were more 
likely to concede to an angry client than a nonangry client (Sinaceur & Tiedens).

Similarly, Van Kleef and Côté (2007) observed that when participants had few 
alternatives to choose from and their fictitious opponent expressed anger using 
written statements such as “This offer makes me really angry; I expect a better 
offer,” participants demanded less from angry opponents than a nonemotional 
negotiator. Participants tend to concede more to angry opponents because the 
expressed anger is thought to signal that opponents have higher demands (Van 
Kleef, De Dreu, & Manstead, 2004; Van Dijk, Van Kleef, Steinel, & Van Beest, 
2008).

Expressing anger can also be used to exert an illusion of power and competence. 
In a series of experiments, Tiedens (2001) illustrated that anger expressions influ­
ence the extent to which people confer or bestow status to others. Coworkers who 
rated their colleagues as highly likely to display anger also tended to confer these 
colleagues with higher status (i.e., higher salaries and greater likelihood of promo­
tion). However, additional research reveals that the association between anger and 
status is different for men and women (Brescoll & Uhlmann, 2008). In contrast to 
an angry professional man, professional women who expressed anger were con­
ferred lower status regardless of their occupational status (chief executive officer 
or assistant trainee). Women who expressed anger were allocated lower wages, sta­
tus, and perceived as less competent than unemotional women or angry men. In 
addition, the extent to which women were conferred lower status depended on 
whether the anger was attributed as due to internal characteristics (e.g., personal­
ity) or external characteristics (e.g., the situation). When external attributions were 
provided for expressions of anger in professional women they were awarded higher 
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status than women without an external attribution but not higher status than non­
emotional women. Therefore, the advantages associated with expressing anger do 
not extend to everyone, and the effectiveness of expressing anger is constrained by 
variables including gender and power.

Where Anger Is Expressed

The effectiveness of expressing anger also depends on where it is expressed. Display 
rules dictate how acceptable expressing anger in the workplace is, and organi­
zational culture partially determines which emotions are considered desirable to 
display (Barsade & Gibson, 2007; Gibson et al., 2009; Morris & Feldman, 1996). 
For example, in customer service–based occupations such as airlines, telephone 
services, and health care, expressing anger is discouraged (Barsade & Gibson; 
Morris & Feldman), suggesting that individuals in these occupations are typically 
effective at regulating anger displays. By contrast, some occupations encourage 
the expression of anger (e.g., ice hockey player, lobbyist, opposition politician, 
radio shock jock). Thus, organizational norms for expressing anger can determine 
whether expressing anger has beneficial or detrimental consequences (Gibson et 
al.). Collectively, the limitations associated with expressing anger illustrate that 
expressing anger to create gains is constrained by numerous boundary conditions, 
suggesting that more often than not expressing anger is likely to be ineffective or 
even detrimental in many contexts.

How Can Anger Be Regulated?
Studies examining the expression of anger have typically investigated the phenom­
enon from the perspective of the receiver rather than examining the bidirectional 
effects of the sender and receiver on anger experience. Computer simulations of 
negotiations are often used to examine these variables, which manipulate anger 
through the use of written comments used to communicate anger to the partici­
pant during the deal-making stages of the negotiation (Van Kleef & Côté, 2007; 
Van Dijk et al., 2008). Although many of these studies illustrate that expressing 
anger results in better individual negotiation outcomes, they do not take into con­
sideration the impact that expressing anger may have on the sender. For example, 
the peripheral feedback effect (also known as the facial feedback hypothesis) sug­
gests that expressing emotions can lead to experiencing those emotions (Laird, 
1984). If expressing anger results in experiencing anger, then the impact of express­
ing anger may have the same detrimental consequences associated with studies of 
intrapersonal anger in negotiations. Experiencing anger may interfere in negotia­
tions because anger can lead to greater competitiveness and desire for retaliation 
(Allred et al., 1997; Pillutla & Murnighan, 1996). Negotiators who seek retaliation 
tend to be narrow-minded and more focused on their own interests while being 
less aware of alternative solutions or joint gains (Liu, 2009; see also Chapter 10 in 
this volume).

Together, the literature reviewed herein suggests that regulating anger dur­
ing negotiations might prove efficacious. Previous recommendations for reducing 
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anger have included strategies such as removing oneself from the conflict or vent­
ing anger (Fisher & Ury, 1991). However, avoiding or leaving the situation may 
be impractical and does nothing to resolve the issue. Methods such as venting 
anger tend to increase rather than decrease aggression (Brown, Westbrook, & 
Challagalla, 2005; Bushman, 2002; Bushman, Baumeister, & Stack, 1999). Instead, 
a number of emotion regulation strategies are available, and these differ in terms of 
their effectiveness. Emotion regulation can be defined as “the processes by which 
individuals influence which emotions they have, when they have them, and how 
they experience and express these emotions” (Gross, 1998b, p. 275). There are two 
general classes of emotion regulation strategies: antecedent focused and response 
focused.

Cognitive reappraisal is a widely studied example of an antecedent-focused 
strategy. Reappraisal involves interpreting an anger-eliciting event by adopting a 
neutral or objective perspective to reduce the emotional impact of the event (Ray, 
Wilhelm, & Gross, 2008). For example, instead of fixating on what went wrong in a 
negotiation, reappraisal may involve focusing on future changes that can be made to 
improve subsequent negotiations. As reappraisal is effortful and involves cognitive 
change, reappraisal has also been labeled a “deep acting strategy” (Grandey, 2000). 
Reappraisal works best when it is applied before the full onset of the emotional 
response (Gross, 1998a) and should therefore be most effective when engaged in 
prior to negotiation.

One response-focused strategy that has been investigated within the context 
of anger is rumination. Rumination involves focusing on one’s emotions and feel­
ings without constructive problem solving (Nolen-Hoeksema, 1991). For instance, 
this may include dwelling on the inflexibility of one’s negotiation partner and their 
reluctance to yield in a negotiation rather than focusing on alternative ways of cre­
ating value. Rumination also maintains anger and increases aggression (Bushman, 
Bonacci, Pedersen, Vasquez, & Miller, 2005; Rusting & Nolen-Hoeksema, 1998). 
There are several different types of rumination. Analytical rumination involves 
thinking about why an anger provocation occurred and the consequences of this 
event (Wimalaweera & Moulds, 2008). Experiential rumination is a type of pro­
cessing that focuses on current and concrete experiences, for example, how you 
currently feel (Watkins & Teasdale, 2008).

Other examples of response-focused strategies include faking and suppress­
ing emotions. These strategies tend not to produce cognitive change but instead 
focus on masking felt emotions (Grandey, 2000). Using a call center simulation 
with a hostile customer, Goldberg and Grandey (2007) found that more errors 
occurred when placing orders when response-focused strategies were used than 
when antecedent-focused strategies were used. Emotion regulation not only influ­
ences how we experience emotions but can also negatively impact job perfor­
mance. Response-focused strategies such as rumination tend to be less effective 
in reducing anger and aggressive behavior because they are often associated with 
the depletion of self-regulatory resources whereas antecedent-focused strategies 
such as reappraisal tend not to result in depletion when initiated prior to the 
full emotional response (Denson, 2009; Goldberg & Grandey; Grandey, Fisk, & 
Steiner, 2005).
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In emotion regulation studies, mental distraction is often used as a control 
condition. However, distraction can be conceptualized as an emotion regulation 
strategy in its own right. Instead of focusing on feelings, distraction involves draw­
ing attention to neutral or positive stimuli unrelated to the anger-inducing event 
(Nolen-Hoeksema, 1991). Distraction is more effective than rumination in reduc­
ing anger and aggression (Bushman, 2002; Bushman et al., 2005; Denson, White, 
& Warburton, 2009; Rusting & Nolen-Hoeksema, 1998). For instance, Rusting 
and Nolen-Hoeksema experimentally manipulated rumination and distraction and 
found that compared with rumination distraction decreased anger (Experiment 3) 
or had no impact on self-reported anger (Experiment 1). Furthermore, participants 
who engaged in distraction wrote less angry stories in contrast to participants in 
the rumination condition.

A number of additional variables influence what emotion regulation strategy 
is used. For example, how stress is appraised can impact whether one engages 
in adaptive or maladaptive emotion regulation strategies (Grandey, Dickter, & 
Sin, 2004). Grandey et al. examined how call center employees appraised angry 
customers and what emotion regulation strategies individuals used. Employees 
recalled a recent event in which a customer was aggressive and rated the level of 
stress and the emotion regulation strategy they used. Venting or surface acting 
strategies were more likely to be used when employees appraised the customer as 
threatening. Engaging in cognitive reframing or deep acting strategies such as per­
spective taking was more likely when the customer was interpreted as not threat­
ening (see Chapter 7 in this volume). Another factor that influences the type of 
emotion regulation strategy used is the level of control individuals possess within 
their occupation (Grandey et al.).

Only a few studies have specifically examined the effectiveness of reappraisal 
as an anger regulation strategy (Denson, Moulds, & Grisham, 2009; Mauss, Cook, 
Cheng, & Gross, 2007; Ray et al., 2008). Mauss et al. examined whether individual 
differences in reappraisal were related to self-reported anger and cardiovascular 
responses. The Emotion Regulation Questionnaire (Gross & John, 2003) was used 
to classify high and low reappraisers. Participants were provoked using a backward 
counting task with false feedback. High reappraisers displayed more adaptive car­
diovascular responses and less self-reported anger in contrast to low reapprais­
ers. However, this experiment relied on preexisting differences in reappraisal and 
could not determine if generally inducing reappraisal would be associated with the 
same benefits or whether reappraisal training would be effective for individuals 
who tend not to naturally reappraise.

By contrast, Ray et al. (2008) induced reappraisal and rumination by using 
guided instructions. For example, when participants in the reappraisal condi­
tion recalled an angry episode they were instructed to think about the event as 
if they were an objective observer. Reappraisal was associated with less anger 
and decreased physiological responding compared with rumination (Ray et al.). 
Collectively these results illustrate the benefits of reappraisal compared with other 
emotion regulation strategies.

Denson et al. (2009) examined the effectiveness of different anger regulation 
strategies in response to recalling an angry memory. Participants were allocated 
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to one of four conditions: (1) cognitive reappraisal; (2) analytical rumination; (3) 
distraction; and (4) a no-instruction control condition in which they wrote about 
an anger-inducing autobiographical event for 20 minutes. As predicted, rumina­
tion was associated with maintenance of self-reported anger, whereas the other 
conditions decreased anger. Reappraisal was the most effective of the four strate­
gies for reducing anger among individuals high in anger-related traits. To further 
examine the cognitive processes underlying the emotion regulation strategies, a 
quantitative content analysis of the written responses from the writing task were 
analyzed using the Linguistic Inquiry Word Count program (Pennebaker, Chung, 
Ireland, Gonzales, & Booth, 2007). Participants who reappraised used increased 
future tense and positive words, whereas participants in the rumination condi­
tion used increased past tense and greater negative emotion words. These results 
converge with other studies examining anger regulation (Mauss et al., 2007; Ray 
et al., 2008).

Neural Evidence for Emotion 
Regulation During Negotiation

There is evidence to suggest that anger regulation may be especially beneficial 
in situations where accepting a poor offer is objectively better than rejecting a 
poor offer. However, accepting a poor offer is particularly difficult to do when 
angry as anger produces a desire to punish unfair negotiation partners (Pillutla & 
Murnighan, 1996). Pillutla and Murnighan found that the rejection of low offers 
in an economic bargaining game was not strictly due to unfairness of the offer but 
rather to the insulting connotations associated with accepting the poor offer such 
as the threat to participants’ self-worth. Effective anger regulation might help 
reduce the negative emotional experience and behavioral consequences associ­
ated with experiencing anger when negotiating. To our knowledge emotion regu­
lation strategies have not yet been systematically investigated within the context 
of negotiations.

Evidence for the economic benefit of regulating anger comes from two recent 
functional magnetic resonance imaging (fMRI) studies using the Ultimatum 
Game (Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003; Tabibnia, Satpute, & 
Lieberman, 2008). In the Ultimatum Game, one player chooses how to divide a 
monetary amount (typically $10) between himself or herself and another player. 
The second player chooses whether to accept or reject the offer. If the offer is 
accepted, the money is divided between the two participants. However, if the pro­
posal is rejected then both participants receive nothing (Güth, Schmittberger, & 
Schwarze, 1982). Therefore, the latter player has the possibility of punishing his or 
her opponent for choosing to divide the money unfairly but at the same time suf­
fers a cost. This type of behavior is known as altruistic punishment because one 
chooses to punish at a personal cost (Fehr & Gächter, 2002). In the context of the 
Ultimatum Game, it is more economically rational to accept an offer regardless of 
how low the offer is. This is because accepting a small amount is objectively better 
than rejecting the offer and receiving nothing.
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Sanfey et al. (2003) and Tabibnia et al. (2008) illustrate that receiving unfair 
offers such as $1 and $2 (out of a possible $10) is associated with increased activ­
ity in the anterior insula, a region implicated in negative emotional experiences 
including anger and rumination (Denson, Pedersen, Ronquillo, & Nandy, 2009). 
Accepting unfair offers requires the ability to regulate negative emotions. The 
ventrolateral prefrontal cortex (VLPFC) has been implicated in emotion regula­
tion (Lieberman, 2007). Accordingly, accepting more unfair offers was associated 
with increased activity in the right VLPFC and decreased activity in the ante­
rior insula. Similarly, adults with damage to the ventromedial prefrontal cortex 
(VMPFC), which is associated with emotion regulation and social functioning, are 
more likely to reject unfair offers in the Ultimatum Game than matched controls 
without VMPFC damage (Koenigs & Tranel, 2007). These findings converge on 
the notion that emotion regulation is important in promoting rational thinking and 
the avoidance of aggressive retaliation during bargaining.

Emotion Regulation in Negotiations
Fabiansson and Denson (2010) examined whether regulating anger using reap­
praisal would not only decrease self-reported anger but also improve negotiation 
performance. Participants in the reappraisal condition were told prior to the speech 
task that their partner was in a bit of a bad mood and not to take it personally if 
they do appear to be in a bad mood. This timing was important as theoretically 
reappraisal should occur before the full onset of an emotional response to change 
the experience of the emotion (Gross, 1998a). Indeed, late reappraisal is more 
effortful than early reappraisal, and late reappraisal was less effective in reducing 
a sad mood induced by a film than late distraction (Sheppes & Meiran, 2007).

Participants engaged in a speech task called “unilink” with a confederate via 
webcam and spoke about personal topics such as their life goals. Following this, 
participants were provoked with insulting feedback stating that their speech was of 
poor quality for a university student and that listening to their speech was a waste 
of time. Participants were led to believe that this was sent from their speech part­
ner. Following this, participants reappraised, ruminated, or engaged in distraction 
for 20 minutes. Participants who reappraised were given the following instruc­
tions: “Describe your experience of the unilink task in a way that makes you adopt 
a neutral attitude.” Participants in the rumination condition were asked to “write 
about the feelings you have about the other people you have encountered in the 
study.” Instructions in the distraction condition consisted of emotionally neutral 
items similar to Rusting and Nolen-Hoeksema (1998; e.g., “Write about the layout 
of the aisles at your local supermarket”).

Following the emotion regulation induction, participants played the Ultimatum 
Game with three bogus participants. These negotiation counterparts consisted of 
the provocative participant from the prior speech task and two other participants 
not previously encountered. First, participants proposed an offer to all three coun­
terparts prior to beginning the game. Second, participants played the role of the 
responder and received multiple offers from these participants. Half of the offers 
were fair (e.g., $5, $4), and the other half were unfair (e.g., $1, $2). Participants 



The Effects of Anger and Anger Regulation on Negotiation 147

decided whether to accept or reject these offers. On each trial participants saw a 
picture of their counterpart (as in Sanfey et al., 2003). The two players not encoun­
tered before and the insulting opponent gave exactly the same offers in random 
orders so that these could be compared. Next participants rated their mood at the 
beginning of the study, postfeedback, during the writing and negotiation task, and 
at the conclusion of the experiment. Participants also rated their opponents on a 
variety of negotiation-relevant traits (e.g., trustworthy, competitive).

As expected, there were no significant differences in self-reported anger at 
baseline among the three conditions. Manipulation checks showed that partici­
pants in the rumination condition felt emotional more often and more strongly 
during the writing task than participants in the other conditions. In addition, 
participants in the reappraisal condition reported reflecting more on the positive 
features of the speech task and thinking about it from an objective perspective 
compared with the remaining conditions.

Importantly, reappraisal was associated with the most adaptive emotional response. 
Early reappraisal was used in this experiment, and the results showed that participants 
who reappraised were less impacted by the initial insult and sustained lower levels of 
anger throughout the experiment. Specifically, following the insulting feedback, all 
conditions reported increased anger; however, reappraisal was associated with the 
smallest increase in anger. During the writing task, both reappraisal and distraction 
were associated with a decrease in anger. Interestingly, during the negotiation task, 
participants in the distraction condition reported increased anger to a level equivalent 
to those in the rumination condition. Reappraisal was associated with less anger com­
pared with the distraction and rumination conditions during the negotiation phase. 
Similarly, at the conclusion of the experiment, reappraisal was associated with signifi­
cantly less anger compared with the distraction and rumination conditions.

These findings illustrate the effectiveness of reappraisal and distraction for 
reducing anger within a negotiation context. Furthermore, our results suggest 
that distraction might serve as a “quick fix” for reducing anger, but its effects do 
not last. Once the negotiation began, participants in the distraction condition 
became angry again. This is presumably because distraction does not facilitate 
effective processing of the anger-inducing event as reappraisal is presumed to do. 
Presumably, participants in the reappraisal and rumination conditions thought 
about their speech task opponent and the provocation during the writing task in 
adaptive and maladaptive manners, respectively. By contrast, participants in the 
distraction condition were asked to think about topics entirely unrelated to the 
speech task. Thus, when participants in the distraction condition encountered 
their speech counterpart again in the negotiation task, this may have reminded 
them of the initial provocation and thereby resulted in an increased sense of anger 
at seeing their counterpart’s picture.

Participants proposed offers before playing the role of the responder. As 
expected, participants who reappraised proposed more generous offers to the 
person that insulted them than either the rumination or distraction conditions. 
The rumination condition proposed offers that were in between the reappraisal 
and distraction conditions. When participants played the role of the responder, 
the emotion regulation strategy that participants engaged in did not significantly 



Thomas F. Denson and Emma C. Fabiansson148

influence the number of offers accepted. As can be expected, participants proposed 
fairer offers and accepted a greater number of offers from the two opponents not 
encountered before regardless of emotion regulation condition. This is not surpris­
ing given that these two opponents did not insult the participant previously. For 
the positive negotiation relevant traits (e.g., cooperative), participants in the dis­
traction condition rated their speech task opponent more negatively than both the 
rumination and reappraisal conditions. Collectively these findings suggest which 
forms of emotion regulation may be most beneficial in negotiations; however, the 
effect of different emotion regulation strategies on the number of offers accepted 
remains less clear.

Concluding Remarks
Research suggests that expressing anger as a negotiation strategy has limited effec­
tiveness. The primary purpose of this chapter was to present emotion regulation 
strategies as a means to manage the detrimental effects of anger on negotiation 
outcomes. Specifically, work by ourselves and others suggests that the application 
of reappraisal to negotiation settings might prove useful in reducing anger, aggres­
sive behavior, and conflict in negotiations. The first two studies we conducted con­
verged with prior work in that reappraisal was associated with decreased anger 
relative to rumination or distraction (Fabiansson & Denson, 2010; Mauss et al., 
2007; Ray et al., 2008).

Although these studies illustrated that reappraisal is effective in reducing expe­
rienced anger, further research is necessary to investigate the ability of reappraisal 
to curb retaliatory negotiation behavior. For example, we found that different 
forms of emotion regulation influenced how much participants proposed; how­
ever, participants accepted a similar number of offers regardless of the emotion 
regulation strategy they engaged in (Fabiansson & Denson, 2010). Applying emo­
tion regulation strategies such as reappraisal does have benefits; however, the full 
extent of these strategies in improving negotiation behavior remains to be further 
investigated. Reappraisal is an effortful emotion regulation strategy and may be 
difficult to use for individuals who do not naturally tend to reappraise. It might 
be possible to train negotiators in effective reappraisal over several sessions. Such 
training could make reappraisal less effortful and may be particularly beneficial for 
individuals who tend to use other emotion regulation strategies. By improving the 
ability to reappraise, this not only may change self-reported emotion but also may 
influence negotiation behavior.

Another way reappraisal may influence negotiation behavior is by using involved 
negotiation tasks similar to that commonly encountered in real life. For instance, in 
the Ultimatum Game it is clear what is considered an unfair and fair offer and par­
ticipants can automatically choose whether to accept or reject offers based on fair­
ness rather than allowing for emotion regulation strategies to influence their decision 
making. Using more effortful negotiation tasks such as negotiation scenarios that 
require problem solving may be more amenable to emotion regulation strategies. 
Using problems that are more abstract and less concrete may mean that participants 
are less likely to simply apply a fairness-based decision rule when negotiating. Future 
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research might also further investigate the psychological mechanisms responsible 
for anger’s adverse effects in negotiation settings. Topics discussed in this volume 
such as close-mindedness and lack of perspective-taking ability suggest promising 
avenues to explore (see Chapters 7 and 10 in this volume).

The ability to effectively regulate emotions in negotiations has several impor­
tant practical implications. Regulating anger is important for health. Anger is asso­
ciated with decreased well-being and problems including hypertension (Diamond, 
1982). Regulating anger can reduce conflict and prevent aggression and may 
reduce workplace violence. Effectively regulating anger can help improve relation­
ships between negotiators and facilitate future negotiations and may reduce the 
likelihood of stalemates.
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The secret of happiness is: find something more important than you are and 
dedicate your life to it. 

Daniel Dennett, Philosopher

O ne particularly striking form of aggression is the attacking of civilians 
to reach political objectives, labeled terrorism. The use of terrorism is 
an extreme form of aggression because it targets individuals tradition­

ally viewed as innocent bystanders. Thus, psychologists studying terrorism have 
focused their aim at understanding the reasons a person becomes a terrorist or 
supports terrorist activity. In short, researchers and theorists have been concerned 
with the factors that drive a person to attack civilians. Three general categories of 
explanations have been offered: (1) ideological reasons; (2) personal causes; and (3) 
social pressures.

Ideologies constitute belief systems in which some ideal is envisioned and 
compared with the current status. When a discrepancy between the ideal and 
the actual status of affairs is perceived, the individual is motivated to reduce it. 
Terrorist ideologies must identify a culprit believed to be responsible for the dis­
crepancy. In addition to identifying a culprit, the ideology must believe that engag­
ing in violence against the culprit would reduce the discrepancy between the actual 
and ideal conditions. Finally, to carry out terrorism, the ideology must provide a 
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justification for the attacking of civilians. One example of such an ideology was 
outlined by Pape (2005), who noted that terrorists often view foreign occupation 
of their land as the state of affairs to be corrected, the occupier as the culprit, and 
terrorist action as the means of remedying the situation, ultimately hoping to force 
the occupier to leave the land.

Personal causes include any experiences that may motivate a person to accept 
the previously outlined type of ideology. Researchers have proposed a plethora 
of such experiences, including social rejection and exclusion (Sageman, 2004; 
Stern, 2003; Chapter 3 in this volume), personal loss and trauma (Speckhard and 
Akhmedova, 2005), humiliation and injustice (Bloom, 2005; Stern), and poverty 
(Stern). Each of these, along with many other personal experiences, may predis­
pose and motivate a person to perceive an injustice and to justify the use of vio­
lence against civilians as an appropriate means of retaliation.

Social pressures in the form of duty and obligation to the group as well as the 
acceptance of terrorism as a social norm motivate and allow the violence to be 
carried out. These social pressures can be internalized or induced by peer pres­
sure. Evidence for such a role of such social pressures can be found in data on 
Japanese Kamikaze pilots (e.g., Ohnuki-Tierney, 2006) and also applies to present-
day terrorism (Bloom, 2005; Gambetta, 2005; Stern, 2003). Consistent with this, 
Tom Friedman (2010) argued that the lack of outrage among Muslim populations 
regarding the use of terrorism by members of their community has played a criti­
cal role in allowing terrorist activity to continue. For terrorism to be used, it must 
be viewed as normatively acceptable among a population of people for whom the 
terrorists believe they are fighting. Without such acceptance, the terrorist activity 
would be at odds with those whom they claim to be helping.

Although these three components of terrorist motivations neatly organize the 
abundance of explanations for terrorism, they fall short of explicating the psycho­
logical mechanisms for violence. The Quest for Significance Theory attempts to 
do just that by outlining a fundamental human motivation that leads one to attach 
oneself to a group and to fight on its behalf. In this chapter, we will review the 
Quest for Significance Theory and present recent data in support of the theory that 
was not available at the time it was originally proposed.

The Quest for Significance as the 
Underlying Motivation for Terrorism

The quest for significance has been identified as a fundamental human motivation 
by many psychological theorists (Becker, 1962; Frankl, 2000; Maslow, 1943, 1967). 
Maslow placed self-actualization concerns at the apex of his motivational hierar­
chy. According to Frankl, such self-actualization is encapsulated in and attained 
through attempts to serve a cause higher than the self. Such self-transcendence 
can be attained only through attachment to the social group. The recent bur­
geoning field of positive psychology has also argued that the quest for meaning 
is central to authentic happiness and can be attained by attaching oneself to a 
larger cause (Seligman, 2002). As noted by Becker (1973) and Terror Management 
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theorists (Greenberg, Koole, & Pyszczynski, 2004), the ultimate threat to personal 
significance is one’s own imminent mortality. To ward off the threat of personal 
insignificance, individuals are motivated to attach themselves to social groups, to 
defend the group’s worldview, and to work in service to the group.

One important principle of the current framework is that perceptions of injus­
tice and personal significance are based on relative deprivation. According to this 
view, the injustice or lack of personal significance is not necessarily real or objec­
tive. Indeed, poverty, poor education, and political oppression do not constitute 
root causes of terrorism (Atran, 2003; Berrebi, 2003; Krueger & Maleckova, 2002). 
Moreover, known perpetrators of terrorism such as Muhammad Atta and his 9/11 
coconspirators were neither living in poverty nor lacking education. Yet it seems 
likely that they perceived that they had less than they deserved, perhaps because 
they were lacking the financial, religious, or social opportunities granted to their 
peers. Such a perceived discrepancy should threaten one’s sense of personal signifi­
cance, motivating significance restoration.

Because group memberships function as an important aspect of individuals’ 
social identity, a perceived loss of significance to the groups to which a person 
belongs may motivate a similar quest for significance restoration. The perceived 
relative deprivation of a social class, sector, or group has been identified as an 
underlying factor in large-scale social movements, including those that use vio­
lence such as riots and terrorism (Gurr, 1970). We would expect, based on this 
account, that individuals who define themselves according to their group member­
ships would be more supportive of aggression against out-groups, including the use 
of terrorism.

Collectivism and Support for Terrorism

The foregoing analysis suggests that individuals identify strongly with groups, value 
group memberships, and act on behalf of the group to gain personal significance. 
Individuals for whom group identifications are central to their worldview are more 
likely to perceive the boundaries between groups as rigid and clearly defined. 
When lines are drawn between groups, members of the out-group are derogated, 
and aggression against out-groups is more likely to be viewed as justifiable (Staub, 
2002). As such, a collectivist orientation can lead to aggression and violence toward 
out-groups perceived to be in conflict with the in-group (Triandis, 2003).

If collectivism is generally related to support for violence against out-groups, 
then it should also be related to support for terrorism. To test this notion, two 
survey studies were conducted in Muslim nations (Orehek, Fishman, Kruglanski, 
Dechesne, & Chen, 2010). The first survey was conducted in 12 Arab countries, 
Pakistan, and Indonesia via the Internet. Respondents were asked whether they 
primarily identify as being (1) a member of their religion, (2) a member of their 
nation, or (3) an individual. Participants who identify primarily with their nation 
or religion have collective goals, whereas participants who identify as an individual 
have personal goals. Hence, we expected those who identified with their nation 
or religion would be more supportive of terrorism against the West than those 
who identified primarily as an individual. To assess their support for terrorism, 
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they were asked four questions tapping their support for violence against civilian 
citizens from the United States and Europe. Participants who primarily identified 
with their nation or religion were significantly more supportive of terrorism than 
were participants who primarily identified as an individual. These differences were 
found even when controlling for age, gender, and level of education. There were no 
significant differences between those who identified with their nation and those 
who identified with their religion.

While the first study was supportive of the hypothesis that collectivistic iden­
tifications would be associated with greater support for terrorism, we collected 
data as part of a second survey to replicate the findings using a slightly differ­
ent methodology. Because the first survey sample was limited to individuals 
with Internet access, the second study used representative samples from Egypt, 
Indonesia, and Pakistan to ensure that the results would generalize to the rest 
of the population. Second, we measured collective identifications using a differ­
ent question, more directly tapping the goals of the respondents. In this survey, 
respondents were asked to choose which of three statements they agreed with 
most: (1) “a parent’s major goal should be ensuring that their children have a 
good education and a chance to succeed in life”; (2) “a parent’s major goal should 
be ensuring that their children serve their nation”; or (3) “a parent’s major goal 
should be ensuring that their children serve their religion.” Replicating the find­
ings from the first study, we found that those who identified primarily with their 
nation or religion were more supportive of terrorism against the West than were 
respondents who identified primarily with their nation. Again, we found these 
differences even when controlling for age, gender, and level of education. There 
was no difference between those who identified with their nation and those who 
identified with their religion.

We can see then that collectivism is associated with greater support for terror­
ism. There does not seem to be any difference between the collective of a nation 
and the collective of a religion in supporting violence. Both groups represent 
potential sources of social identity. When individuals view themselves according to 
such group memberships, it increases the likelihood that they will be supportive of 
the use of violence, including when the violence is aimed at civilian targets.

Suicidal Terrorism and the Quest for Significance

Perhaps an even more striking form of terrorism involves the intentional taking of 
one’s own life in the process. Because suicidal terrorism is an extreme means and 
the perpetrators are hailed as giving the ultimate sacrifice, it has the potential of 
bestowing greater significance upon the actor. One important implication of the 
importance placed on the social group in gaining personal significance is that “the 
willingness to die in an act of suicidal terrorism may be motivated by the desire to 
live forever” (Kruglanski et al., 2009, p. 335). That is, the significance gained by 
killing oneself for the sake of the group may lead the person to acquire more per­
sonal significance through gaining prestige, and the potential to be remembered 
by the group members for a long time may make it possible for the individual to 
gain more personal significance in death than he or she could during an extended 
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life. Consistent with this idea is the proposition offered by the philosopher Daniel 
Dennett (2002), who states that humans are willing to engage in “the subordina­
tion of our genetic interests to other interests. No other species does anything like 
it.” One possible implication of these observations is that humans are not acting in 
their own genetic interest and instead that ideas and culture are evolving rather 
than genetic material (see Chapter 15 in this volume).

Yet an alternative account could suggest that ideas are the fabric of a shared 
social reality that defines the group. This notion is posited by the Quest for 
Significance Theory and is accepted in psychological theory more generally (Hardin 
& Higgins, 1996; Kruglanski, Pierro, Mannetti, & De Grada, 2006). According to 
such an account, evolution then can occur at the group level, meaning that an act 
of suicide terrorism may in fact bestow an evolutionary advantage onto the close 
genetic relatives of the martyr. Indeed, recent advances in evolutionary theory have 
suggested that evolution can occur at the group level, and specific mechanisms for 
such evolution have been proposed (Wilson & Wilson, 2008; see also Chapter 15 in 
this volume). This specific theoretical advancement has been applied to the study 
of suicide terrorism, suggesting that it may bestow an evolutionary advantage on 
their kin (Victoroff, 2009). According to such an account, suicidal terrorism may be 
one example of altruistic suicide (Durkheim, 2007; Pedahzur, Perliger, & Weinberg, 
2003). Early research suggests that Palestinian suicide bombers did indeed produce 
evolutionary benefits for their kin (Blackwell, 2005). Future research could profit­
ably explore such claims, investigating whether the genetic relatives of suicide terror­
ists are really better off than they would have been had the person remained alive.

Testable Tenets of the Quest 
for Significance Theory

The original formulation of the Quest for Significance Theory posited several test­
able tenets that have since motivated research in an attempt to test the claims. 
Here we will review evidence in support of three primary implications derived 
from the quest for significance argument. The first such implication has been thor­
oughly tested in research on the effects of mortality salience. The second and third 
implications have only recently been empirically tested, and the data in support of 
them were not available when the original theory was presented.

Mortality Salience as a Threat to Personal Significance

The first testable tenet of the Quest for Significance Theory states that “if remind­
ers of one’s own mortality convey one’s potential insignificance then such remind­
ers should augment the quest for significance as defined by one’s cultural norms 
and accepted ideological frames” (Kruglanski et al., 2009, p. 338). Indeed, 
research in support of Terror Management Theory has consistently found that 
reminders of one’s mortality lead to defense of one’s worldview, including more 
favorable attitudes toward those who follow group norms (Greenberg, Porteus, 
Simon, &  Pyszczynski, 1995), and support for harsher treatment of deviants (e.g., 
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Greenberg et al., 1990; Rosenblatt, Greenberg, Soloman, Pyszczynski, & Lyon, 
1989). Particularly relevant to the study of terrorism, Iranians reminded of their 
own mortality rated a person who supported martyrdom attacks against the United 
States more favorably than a person who did not support such attacks (Pyszczynski 
et al., 2006). Yet participants who were not reminded of their own mortality rated 
the person who did not support martyrdom attacks more favorably than the person 
who did. We can see, then, that the threat to personal significance in the form of 
reminding people that their existence is temporary leads them to attempt to regain 
significance through defense of their social group, including the use of terrorism.

The Collectivistic Shift Hypothesis

The second testable implication of the Quest for Significance Theory, as stated by 
Kruglanski et al. (2009, p. 338) is that a “perceived loss of significance through 
events other than mortality reminders should fuel efforts at significance restora-
tion.” Specifically, the theory proposed a novel “collectivistic shift hypothesis” in 
which a loss of personal significance would lead to a shift toward a more collectiv­
istic orientation. When individuals are faced with negative feedback threatening 
their personal significance, they can restore their lost significance by viewing the 
self as interdependent with others.

Four studies have been conducted that directly test this hypothesis. In the first 
study, representative samples from Egypt, Indonesia, and Pakistan completed a 
survey in which they were asked the extent to which they had experienced personal 
success and were asked to select whether they identified primarily as a member of 
their nation, a member of their religion, or as an individual (Orehek, Kruglanski, et 
al., 2010). These items were embedded in a larger, unrelated survey. As predicted 
by the collectivistic shift hypothesis, participants who identified with their nation 
or religion (each representing collective identities) reported lower personal success 
than participants who identified primarily as an individual.

Although the previous study is consistent with the collectivistic shift hypothesis, 
the results are subject to a number of alternative interpretations because of the corre­
lational nature of the study, including the direction of causality issue. To address this 
specifically, we designed three laboratory experiments to further test the hypoth­
esis (Orehek, Belcher, Fishman, Goldman, & Kruglanski, 2010). In the first study, 
participants completed a language test, which they were told was a good predictor 
of their future academic and career success. Participants were randomly assigned 
to receive false feedback indicating that they either succeeded or failed the test. 
Participants then completed a self-report measure of interdependent self-construal 
(Singelis, 1995). Participants in the failure condition scored significantly higher on 
the interdependence scale than did participants in the success condition. It seems 
that the threat to personal significance engendered by the failure on an important 
life skills domain led participants to increase their interdependent orientation.

A second study was designed to test the additional prediction that participants 
who experience failure would not only increase their level of interdependence but 
would also show decreased independence. Participants in this study were ran­
domly assigned to either write about a time in the past that they succeeded on 
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an important personal goal or a time in the past when they failed at an important 
personal goal. Participants then completed self-report measures of independent 
and interdependent self-construal (Singelis, 1995). Consistent with the results of 
the first study, participants in the failure condition scored significantly higher on 
the interdependence scale and significantly lower on the independence scale than 
participants in the success condition. These results suggest a true shifting away 
from an independent orientation toward an interdependent orientation in the face 
of failure.

To extend the results from the first two studies, our third study investigated 
the possibility that after failure participants would elect to work in a group rather 
than alone. To test this prediction, participants first engaged in a video game on 
the computer. Participants were told that their performance on this task has been 
demonstrated to be a reliable predictor of their intelligence and future life success. 
The video game was rigged so that participants were randomly assigned to either 
succeed or fail at the task. Following this task, participants were told that they 
would engage in another task with the chance to win a reward (a chocolate bar). 
They were told that they had the option of working alone on this task or working in 
a group. Participants in the success condition were significantly less likely to elect 
to work in a group than were participants in the failure condition. This study dem­
onstrates that failure not only shifts the individuals’ mindset from an independent 
way of thinking to an interdependent way of thinking but also leads to efforts to 
engage in collective action.

The results from these four studies provide the empirical evidence for the col­
lectivistic shift hypothesis. Individuals who experience a decline in their personal 
significance as a result of personal failure seem to attempt to restore their personal 
significance by shifting to a collectivistic orientation and by engaging in collec­
tive action. In this way, individuals are attaching themselves to a social group to 
attempt significance restoration.

This initial set of data on the collectivistic shift is promising. Yet many ques­
tions remain to be answered. For example, data are needed measuring the decline 
in personal significance following the failure and subsequent restoration in per­
sonal significance following the shift. We could also test whether the collectivistic 
shift is especially likely when one’s group membership is made salient. In addition, 
it is possible that the type of group to which one belongs moderates the tendency to 
shift to collectivistic goals. For instance, it might be the case that groups character­
ized by cohesion might be more likely to prompt a collectivistic shift than groups 
characterized by internal conflict. Finally, one could inquire whether the collectiv­
istic shift may be more likely for individuals under a heightened need for cognitive 
closure, known for their proclivity for group centrism (Kruglanski et al., 2006).

Extending the Self Through Time: Interdependent Self-Construals

The third testable implication of the Quest for Significance Theory, as stated by 
Kruglanski et al. (2009, p. 338), is that the “adoption of cultural causes that lend 
one a sense of personal significance should reduce death-anxiety.” In other words, 
a person who views the self as interdependent with others in the social group 
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should experience less death anxiety than should a person who views the self inde­
pendently. By viewing the self interdependently, the person is able to extend the 
self through time (Castano & Dechesne, 2005). Thinking about oneself as part of 
a group reduces the threat of death because, although the individual’s life may 
be temporary, the group can live on. The more important the interdependence 
gleaned from group membership becomes relative to the independent self, the 
more important the group’s existence should become and the less important the 
individual’s existence should become. Therefore, priming an interdependent (vs. 
independent) way of thinking should reduce the aversion toward death of the indi­
vidual. We tested this prediction in three laboratory experiments (Orehek, Sasota, 
Ridgeway, Dechesne, & Kruglanski, 2010).

In our first experiment, participants were randomly assigned to one of two experi­
mental conditions, designed to manipulate independent versus interdependent self-
construal. In both conditions, participants were instructed to circle all the pronouns 
in an essay. Participants in the independent condition circled personal pronouns (e.g., 
I, me, my), and participants in the interdependent condition circled interpersonal pro­
nouns (e.g., we, us, our). This manipulation has been shown to increase independent 
versus interdependent self-construals in the appropriate condition (Brewer & Gardner, 
1996). Participants then completed a self-report scale of death anxiety (Templer, 1970). 
Participants in the interdependent condition scored significantly lower on the death 
anxiety scale than participants in the independent condition. This finding supports 
our prediction regarding the link between self-construal and death anxiety.

In our second study, we measured death anxiety using a measure designed to 
tap implicit behavioral dispositions (Fishbach & Shah, 2006) following the same 
experimental manipulation of self-construal as in the first study. In one condition, 
participants were asked to push meaningful words (e.g., pint) away from them and 
to pull meaningless words (e.g., pind) toward them. In another condition, partici­
pants were asked to pull meaningful words toward them and to push meaningless 
words away from them. In both conditions, words related to death (e.g., coffin) were 
embedded into the task. Based on previous research (Fishbach & Shah), we assumed 
that faster pulling of death-related words toward the participant reflected greater 
willingness to approach death, and faster pushing of death-related words away from 
the participant reflected greater avoidance of death. We found that participants in 
the interdependent condition pulled death-related words toward themselves faster 
and pushed death-related words away slower (controlling for speed on neutral trials) 
than did participants in the independent condition. Thus, it seems that when people 
are in an interdependent mindset they avoid death to a lesser extent and approach 
death to a greater extent than do people with an independent mindset.

Our third study was designed to extend these findings to an additional manipu­
lation of self-construal. In this study, participants in the independent self-construal 
condition were asked to think about the ways they were different from their friends 
and family. In the interdependent self-construal condition, they were asked to 
think about the things that they had in common with their friends and family. As in 
the second study, participants in the interdependent condition were faster to pull 
death-related words toward themselves and slower to push them away (controlling 
for speed of responding to neutral words).



the Quest for Personal Significance in Motivating Terrorism 161

Across four studies, we found a consistent pattern of results attesting to the abil­
ity of an interdependent self-construal to mitigate the fear toward death. Future 
research could further extend these results in important ways. For example, we do 
not have data demonstrating that an interdependent self-construal shifts the focus 
to the group’s life over the individual’s life. In addition, our analysis would suggest 
the reverse pattern for anxiety regarding the group’s existence, yet these data have 
not yet been collected.

Summary of Empirical Support

We have outlined three research programs in support of the major tenets of the 
Quest for Significance Theory. It has been shown that (1) collectivists support ter­
rorism to a greater extent than do individualists, (2) reminders of one’s own mortal­
ity augment the adherence to one’s cultural norms and accepted ideological frames, 
(3) threats to personal significance in the form of personal failure leads to a col­
lectivistic shift, and (4) a collectivist orientation reduces death anxiety compared 
with an individualist orientation. Taken together, these data provide initial support 
for the Quest for Significance Theory. Threats to one’s significance, whether from 
impending death or personal failure, lead to attempts to restore personal signifi­
cance. Individuals who attach themselves to a social group are more willing to 
attack out-group civilians. Finally, construing the self in interdependent ways leads 
to decreased anxiety about death, which may serve as a critical way of overcoming 
inhibitions related to martyrdom action.

Conclusion
We have summarized the theory related to the quest for personal significance to 
terrorist activity and the empirical support for its major implications. In short, we 
have argued that individuals who experience a threat to their personal significance 
attempt to restore lost significance through their attachment to a social group and 
defense of that group. The significance motive improved on previous theorizing 
on terrorist motivations by tying the categories of ideological reasons, personal 
causes, and social pressures together and explicating the underlying psychologi­
cal motivation for terrorist activity. In this chapter we have also outlined how this 
theory fits more generally with evolutionary theory and may explain suicidal ter­
rorism as a form of aggressive altruism.

The quest for significance has been postulated as a fundamental human moti­
vation, present in all people and universal across cultures. Yet only a minority of 
people in the world support terrorism, even in regions from which terrorism more 
commonly originates. Personal significance can be gained from a variety of accom­
plishments and group memberships. Yet when personal goals and group identities 
are perceived as relatively deprived, efforts to restore personal significance should 
be enacted. When the deprivation is perceived to be unjust, a culprit can be identi­
fied, and violence can be justified; only then are we likely to see terrorism pursued 
as a means of restoring significance.
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This framework suggests potential ways to reduce the incidence of terrorism 
in the world. If terrorism is motivated by the quest for significance, then opening 
alternative opportunities for significance restoration that do not include violence 
should reduce the use of terrorism-justifying ideologies. This can occur on both 
the individual and group levels. On an individual level, providing support for an 
individual’s personal aspirations and social mobility should provide alternative ave­
nues for the gaining of personal significance. On a group level, reducing perceived 
injustices through diplomacy and negotiation should reduce the need for violence 
as a means of achieving one’s objectives.

While the early results of studies in support of the Quest for Significance 
Theory are consistent with its tenets, future research is needed. We have already 
outlined multiple ways the claims could be further tested. One important limita­
tion of the data so far is that much of them have been collected on college student 
samples in laboratories located in the United States. Future tests of the predictions 
will need to test the claims in other cultures among diverse samples. Because the 
theory is purported to explain terrorist behavior, testing each tenet among terrorist 
samples would significantly bolster the credibility of the claims. For the theory to 
be confidently applied to counterterrorism efforts, empirical tests of interventions 
relevant to the theory are needed.
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I ntimate partner violence (IPV) is a critical public health problem, as recent 
research has documented alarmingly high prevalence and incidence rates. In 
the United States, population-based surveys indicate that as many as 20% of 

women are physically assaulted by their intimate partner in a given year (Schafer, 
Caetano, & Clark, 1998; Straus & Gelles, 1990; Tjaden & Thoennes, 1998). Relative 
to women who have not been victimized, abused women are at substantially higher 
risk for depression, suicide, posttraumatic stress disorder, alcohol or drug abuse 
or dependence, and poor physical health (Golding, 1999), and the financial costs 
of intimate partner violence exceed $5.8 billion each year (Centers for Disease 
Control and Prevention, 2003). These data strongly indicate the need to develop 
clear and testable models of IPV etiology and maintenance and to elucidate all pos­
sible mechanisms through which IPV perpetrators can be identified, prosecuted, 
and rehabilitated.

Researchers from a variety of professional backgrounds, including social 
psychology (Finkel, 2007; see also Chapter 4 in this volume), have explored the 
individual and relational risk factors that distinguish IPV perpetrators from non­
perpetrators (Hotaling & Sugarman, 1986) and established theoretical contexts 
that have fostered the development of causal models of IPV (O’Leary, Slep, & 
O’Leary, 2007) and approaches for IPV perpetrators (e.g., Murphy & Eckhardt, 
2005). Together, these research efforts have provided critical information that 
could potentially be put to great use by criminal justice professionals, treatment 
providers, advocates at the grass-roots level working on behalf of IPV victims, and 
legislators seeking to set empirically informed policies designed to reduce rates of 
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IPV. In this chapter, I will review research findings, primarily relying on North 
American samples, regarding three broad IPV perpetration risk factors of rele­
vance to these outcomes: (1) distortions in social information processing; (2) affec­
tive dysregulation; and (3) disturbances in relational dynamics. I will suggest that 
because of long-standing ideological biases among advocacy groups against the 
role of individual and relational variables as risk factors for IPV, research findings 
regarding predictors of IPV are not actually having any substantive influence in 
the field as a whole, especially those that run counter to traditional IPV ideolo­
gies. As a result, these research finding have failed to influence those on the “front 
lines,” including victims’ advocacy groups, counselors working in agencies that deal 
with IPV perpetrators, criminal justice professionals (e.g., police, judges, attorneys) 
who work with IPV offenders daily, and legislators tasked with setting IPV-focused 
social policies. Because of this divide, I will argue that IPV victims are being put at 
greater risk in part by the very organizations dedicated to assist them.

IPV: The Ideological Backdrop
Researchers have investigated a diverse range of determinants of aggression and 
violence; indeed, it is the very diversity of perspectives that makes the field of 
aggression research so dynamic and broadly influential (Anderson & Bushman, 
2002; Baron & Richardson, 1994; Daly & Wilson, 1988; see also Chapter 16 in 
this volume). However, unlike other areas of aggression research, the IPV field is 
unusually influenced by ideological factors concerning the presumed “appropriate” 
causes of spousal abuse. The dominant perspective that guides current IPV policy 
and intervention programming is based on early profeminist theories of domestic 
violence that arose following the creation of shelters for abused women in the early 
1970s in Duluth, Minnesota, and from resulting programs for male IPV perpetra­
tors developed as offshoots of shelters to rehabilitate male abusers in early 1980s 
(Pence & Paymar, 1993).

This “Duluth Model” posits that Western society is built on patriarchy, defined 
as “a system of social organization that creates and maintains male domination over 
women” (Sugarman & Frankel, 1996, p. 14). Males are therefore socialized from an 
early age by other powerful males to hold attitudes that justify or support the patri­
archal system (see also Chapter 15 in this volume on the “male warrior” hypoth­
esis). These attitudes result in overt and covert desires for men to dominate and 
control women and, when combined with patriarchal practices in the legal system, 
religious institutions, and other social systems, result in the collective maintenance 
of male power structures to dominate women across social domains, including 
close relationships. This notion is similar to feminist analyses of rape, which also 
view such violence as power- or control-based enforcement of male privilege (for 
a review, see Baumeister, Catanese, & Wallace, 2002). Not surprisingly given this 
gender-focused analysis, proponents of this model maintain that this power and 
control pattern is exclusive to males and that females’ use of violence in relation­
ships is restricted to self-defensive pre-emptive strikes (Walker, 1984). This claim 
persists despite meta-analytic findings showing that rates of IPV perpetration are 
higher among females relative to males, even when taking into account violence 
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initiation (Archer, 2000, 2002). Mental health providers and proponents of psy­
chological or interactional models of IPV, in turn, have been criticized by feminist 
scholars and victims’ advocates for their theories and interventions disempower 
women and blame victims for their experiences of abuse (Adams, 1988; Bograd, 
1984; Gondolf, 2007).

As an intellectual starting point, the patriarchal ideology perspective follows 
logically given historically relevant cultural shifts regarding the role of gender 
socialization in understanding various cultural phenomena (e.g., Dobash & Dobash, 
1979), and, from a more practical perspective, illustrates the fact that sociologists 
and social workers were the driving forces behind the earliest efforts to understand 
IPV and intervene with victims of abuse. However, it is problematic that some 35 
years later this “power and control model” has remained the dominant perspective 
in many, if not most, areas of the IPV field, despite vast amounts of disconfirming 
data (for reviews, see Dutton & Corvo, 2006; Dutton & Nicholls, 2005).

This model has expanded from a useful theory that provided some early struc­
ture to a nascent field of study to an overarching ideology that wields enormous 
political influence in terms of social policy and criminal justice practice (Stuart, 
2005). Interventions associated with the Duluth Model (Pence & Paymar, 1993) 
focus exclusively on male power and control dynamics caused by faulty gender 
role socialization; little to no focus is directed toward psychological factors, nega­
tive emotions, or relational processes that researchers have empirically linked with 
IPV perpetration (for a review, see Stith, Smith, Penn, Ward, & Tritt, 2004). In 
their meta-analytic review of intervention programs for abusers, Babcock, Green, 
and Robie (2004) noted that the Duluth Model is the “unchallenged treatment 
of choice for most communities” (p. 1026). Of the 45 states that currently have 
standards outlining the structure of intervention programs for IPV offenders, the 
majority include statements of etiology or principles of practice that reference the 
patriarchal ideology model (Dutton & Corvo, 2006). Such assumptions serve not 
only to guide intervention programming but also to restrict the narrative of what 
might be considered allowable etiologic factors. However, it is also worth noting 
that despite these pronouncements, comprehensive meta-analytic reviews indicate 
that Duluth Model programs are associated with only negligible success in reduc­
ing IPV (Babcock et al., 2004; Feder & Wilson, 2006), with effect sizes inversely 
related to the level of methodological rigor of each study.

With this brief, and somewhat distressing, backdrop, the remainder of this 
chapter will review selected areas associated with IPV perpetration that highlight 
the cognitive, affective, and relational risk factors for IPV.

Cognitive, Affective, and Relational 
Risk Factors for IPV

Cognitive Factors

Diverse models of IPV etiology have consistently suggested that certain attitudes, 
beliefs, and cognitive distortions are implicated at some level in the onset and main­
tenance of abusive behavior. As a result, many theoretical models and intervention 
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programs that focus on IPV-related cognitive factors claim to be “cognitive” or 
“cognitive-behavioral” in their orientation (Gondolf, 2004). As noted already, ini­
tial research on the role of cognitive factors in IPV grew out of profeminist theo­
ries of domestic violence (e.g., Dobash & Dobash, 1979), suggesting that long-term 
exposure to patriarchal communities instilled a deeply held belief in male privilege 
and superiority that covertly and overtly condones any means necessary to maintain 
this unequal power arrangement, including the use of coercion and aggressive force 
(Pence, 1983). Early findings using interviews with female IPV victims supported the 
notion that abuse was driven by power and control dynamics (Straus, 1976).

An alternative to the patriarchal ideology model as a starting point for estab­
lishing cognitive variables as risk factors for IPV emerged from the application of 
social learning theory to interpersonal violence, which focuses on process-level 
interactions of the individual with the broader social and interpersonal context 
(Bandura, 1973). The social learning approach suggests that aggressive behaviors 
are acquired through basic principles of learning, and as a result of these direct 
and vicarious learning experiences violent individuals’ processing of social infor­
mation is systematically biased toward negative assumptions of others’ behav­
ior and positive associations regarding the acceptability and value of aggressive 
behaviors (Dodge, 1991). Long-standing cognitive distortions further degrade 
individuals’ ability to self-regulate their emotional responses to interpersonal 
conflict and impair the development of secure attachments with romantic part­
ners (Dutton, Saunders, Starzomski, & Bartholomew, 1994; see also Chapter 9 in 
this volume, on a self-regulatory approach to aggression). Together these deficits 
result in a deficient set of basic relationship skills that favor the use of controlling 
and abusive behaviors, including belligerent and coercive communication patterns 
(Jacobson, Gottman, Waltz, Rushe, Babcock, & Holtzworth-Monroe, 1994). Thus, 
a central difference between the social learning and feminist accounts of how 
cognitive variables relate to IPV is that the social learning model addresses both 
cognitive content and cognitive processes presumed to be related to IPV, whereas 
the feminist account focuses almost entirely on biased cognitive content.

Evidenceâ•… The profeminist patriarchal ideology model’s conceptualization of 
gender-focused cognitive–attitudinal disturbances as they relate to IPV is incom­
plete for a number of reasons. First, there is little evidence to support the notion 
that patriarchal attitudes and power-related beliefs represent specific proximal 
contributors to the enactment of IPV (Malik & Lindahl, 1998; Stith et al., 2004; 
Sugarman & Frankel, 1996). Second, partner abuse is quite prevalent in lesbian 
and gay relationships (e.g., Lie, Schilit, Bush, Montague, & Reyes, 1991), a fact that 
is difficult to explain if abuse is a purely gender-based system of oppression (Burke 
& Follingstad, 1999). Third, literature reviews indicate that men in treatment for 
domestic abuse are no more likely than nonabusive men to endorse sexist beliefs in 
male privilege or regarding women’s roles and rights, as indicated by over a dozen 
case control studies (Dutton & Corvo, 2006; Eckhardt & Dye, 2000; Sugarman & 
Frankel). Thus, while misogynistic beliefs are characteristic of a great many men 
across many societies, they do not appear to be consistent or specific risk factors 
for IPV perpetration.
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Over the last 20 years, researchers have refined the social learning approach in 
terms of understanding and assessing cognitive mechanisms that may be involved 
in IPV, again with an eye toward a broader understanding of both cognitive content 
and process that may translate into intervention advancements. Researchers have 
developed social information processing models of IPV that have hypothesized 
decoding, decision making, and enactment deficiencies associated with IPV per­
petration (e.g., Holtzworth-Munroe, 1992). Ample evidence supports predictions 
from this model (Eckhardt & Dye, 2000; Holtzworth-Munroe, 2000; Murphy & 
Eckhardt, 2005; Stith et al., 2004). Relative to nonviolent males, IPV perpetrators 
exhibit (1) decoding, interpretation, and hostile attribution biases on questionnaire 
measures (Fincham, Bradbury, Arias, Byrne, & Karney, 1997) and during imag­
ined conflict scenarios (Eckhardt, Barbour, & Davison, 1998; Eckhardt & Jamison, 
2002; Holtzworth-Munroe & Hutchinson, 1993); (2) less competent decision mak­
ing (i.e., greater generation of aggressive response options) on questionnaires 
(Field, Caetano, & Nelson, 2004; Sugarman & Frankel, 1996) and during conflict 
simulations (Anglin & Holtzworth-Munroe, 1997; Barbour, Eckhardt, Davison, & 
Kassinove, 1998; Jacobson et al., 1994) ; and (3) positive evaluations of violence in 
close relationships (Kaufman-Kantor & Straus, 1990).

Importantly, these findings involve the use of methods that go beyond mere 
self-reports of cognitive variables and have used methods of cognitive assessment 
informed by developments in general social cognition theory and research (e.g., 
Abelson, 1981; Nisbett & Wilson, 1977) as well as in other areas of interpersonal 
violence (Baumeister, Catanese, & Wallace, 2002; Huesmann, 1988). For example, 
our own work has suggested that cognitions related to IPV are “hot” cognitions that 
tend to accompany intense affective states such as anger rather than “cold” cogni­
tions that can be calmly discussed during a face-to-face interview or endorsed on 
a paper-and-pencil measure. We have used a unique cognitive assessment method 
to assess abuse-related cognitive processing, the articulated thoughts in simulated 
situations paradigm (ATSS; Davison, Robins, & Johnson, 1983). In the ATSS para­
digm, participants are asked to imagine a series of audiorecorded interpersonal 
scenarios involving their wives or girlfriends, to imagine that the scenes they are 
hearing are happening “right now,” that they are involved in each, and to “talk out 
loud” about their thoughts, feelings, and anything they’d like to do when prompted 
by a tone every 30 seconds. We have used several different scenarios to serve as 
contexts for thought articulation, including a jealousy-themed script in which the 
subject imagines that he has come home early to find his wife having a rather 
romantic dinner and movie with a male acquaintance and an insult script in which 
the subject imagines that he is overhearing a conversation between his wife or 
girlfriend and her female friend wherein the two women proceed to denigrate his 
professional aspirations, intelligence, and sexual prowess. Articulations are later 
coded by trained raters for the presence of cognitive distortions linked to anger 
arousal and aggression (Beck, 1999).

Our results (e.g., Eckhardt et al., 1998; Eckhardt & Jamison, 2002; Eckhardt & 
Kassinove, 1998) have consistently found that while abusive men did not typically 
differ from nonabusive men on paper-and-pencil, self-report measures of cogni­
tive distortions, IPV perpetrators articulated more cognitive distortions during 
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ATSS than nonviolent men. Specifically, IPV perpetrators exhibited cognitions 
that demeaned their partners’ worth, placed absolutistic demands that people 
act appropriately (demandingness), magnified the importance of situations, cat­
egorized the imagined scenarios into polar extremes (dichotomous thinking), and 
established conclusions in the absence of confirming evidence (arbitrary infer­
ence). In addition, severely violent men were more likely than mildly violent men 
to articulate cognitions reflective of demandingness and awfulizing (characterizing 
an event as the worst possible outcome).

Other research from our lab suggests that decoding-related biases favoring an 
angry and aggressive response may occur quite early in social information process­
ing. Using a paradigm borrowed from social psychological researchers (Nisbett, 
1993), we have shown that high-trait-anger college students performing an emo­
tional Stroop-like task exhibit automatic attentional biases favoring anger-related 
stimuli but only during concurrent mood induction (Eckhardt & Cohen, 1997). In 
a subsequent study using a visual search task, we found that this bias among high-
anger individuals diminished with repeated exposure to anger stimuli, suggest­
ing a sensitization–habituation process unique to dispositionally angry individuals 
(Cohen, Eckhardt, & Schagat, 1998). More recently, we examined automatic pro­
cessing biases among IPV perpetrators using three implicit association tests (IATs) 
designed to examine preferences for gender, violence, and the link between vio­
lence and gender (Eckhardt, Samper, Holtzworth-Munroe, & Suhr, 2010). Results 
indicated that IPV perpetrators were faster than nonabusive men to categorize 
word pairs involving positive words with violence words, and violence words with 
female names. No group differences were found on the IAT assessing preferences 
for male or female gender. These findings indicate that individuals who positively 
endorse the use of aggressive conflict resolution strategies in close relationships 
may be more likely to use such strategies to manage their own relationship conflicts 
(Archer & Graham-Kevan, 2003) and to automatically link the presence of a female 
(but not a male) with aggression-related behavioral intentions.

Nevertheless, these data have had little influence on how counselors on the 
front lines of IPV treatment conceptualize the offenders in their programs or design 
treatments to reduce the IPV that brought them there in the first place. Why? They 
do not lend themselves well to a gender-themed approach to understanding IPV 
(Dutton & Corvo, 2006). Traditionally, Duluth Model proponents have focused 
on the notion of accountability and personal responsibility as causes of violence 
(Adams, 1988) and have been ideologically opposed to the notion that affective, 
personality, or psychopathological variables can also be proximal causes of IPV 
perpetration (Gondolf, 2004; Healey, Smith, & O’Sullivan, 1998). Thus, our asser­
tion that cognitive factors relate only to violence in the context of anger arousal is 
not particularly compelling from the standpoint of the patriarchal ideology model,  
given the apparent involvement of anger (see the next section for reasons underly­
ing antianger sentiments among Duluth Model proponents). Likewise, suggesting 
that certain biases may operate at an automatic level to affect IPV is not likely to 
be a warmly received finding, since it suggests a tacit or implicit process that is not 
under the conscious control of the perpetrator. Promoting blame accountability 
and personal responsibility is the most common theme among state standards for 
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IPV intervention programs (Maiuro, Hagar, Lin, & Olson, 2001), and IPV perpe­
trators are commonly assumed to engage in a high level of denial and minimization 
of their actions (Pence & Paymar, 1993); offenders could presumably blame their 
abuse on processes outside their control rather than acknowledge that their vio­
lence is the product of male privilege (i.e., “accountability”). However, these largely 
automatic and overlearned associations are exactly the kinds of processes known 
to underlie propensity toward general aggression (e.g., Berkowitz, 1993) and thus 
have enormous potential to inform etiologic conceptualizations of IPV and influ­
ence the development of IPV interventions.

Regulation of Negative Emotions

While decades of theoretical (Ellis, 1962) and empirical (Haaga et al., 1991) work 
support the general proposition that cognitive disturbances intensify the experi­
ence of negative emotions and disrupt how these emotions are expressed interper­
sonally (see also Chapter 9 in this volume), much controversy exists within elements 
of the IPV field concerning the relevance of emotional variables in explaining and 
treating IPV (e.g., Gondolf, 2002). Indeed, while giving a recent talk to a group 
of battered women’s advocates and intervention program workers about risk fac­
tors for male-to-female IPV, I was met with a chorus of boos and rather nasty 
comments from the audience the moment I concluded that the data supported 
anger disturbances and psychopathology as important risk factors for IPV. Why 
the negative reaction? Generally, there appears to be a concern among many bat­
tered women’s advocates and program staff that invoking internal constructs such 
as psychopathology or emotional problems will lead to a “medical model” approach 
to IPV that may lead to a focus away from what traditionally have been viewed as 
the root causes of violence (e.g., community supports that overtly or covertly con­
done abusive behavior and men’s lack of accountability and responsibility). While it 
would indeed be counterproductive to see the causes of IPV as resting solely with 
the psychological disturbances of the male perpetrator, it seems similarly unpro­
ductive to blithely dismiss such factors when ample empirical evidence exists to 
substantiate these variables as legitimate risk factors.

In the context of IPV, the negative emotion that has garnered the most atten­
tion (favorable and not) is anger. The role of anger arousal in intimate partner 
violence seems obvious, for it is often assumed that anger and aggression are “inex­
tricably, biologically linked” (Tavris, 1989, p. 24), and one can easily imagine a 
scenario wherein an abusive male becomes intensely angry and assaults his female 
partner. Indeed, data are largely supportive of the association between anger prob­
lems and IPV perpetration (Norlander & Eckhardt, 2005). However, there are few 
areas more controversial within areas of domestic violence research and advocacy 
areas than the issue of anger and IPV. Part of this resistance reflects concerns 
about the extension of a medical model approach into intervention programs and 
what this may imply about etiology. That is, if anger control interventions work for 
IPV perpetrators, then this might suggest that anger-related factors may indeed be 
involved in the etiology of IPV; as noted already, such a conclusion is unpopular 
among a large sector of the grass-roots, feminist-advocacy community.
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Echoing these suspicions, Gondolf (Gondolf, 2002; Gondolf & Russell, 1986) 
suggested that “anger management” interventions (1) imply that the victim is to 
blame, (2) do not account for abuse meant to exert power and control, (3) per­
petuate the batterer’s denial, (4) may put the female partner at further risk for 
violence, (5) give communities a reason to shun collective responsibility for IPV, 
and (6) give perpetrators new tools to coerce and control women. These senti­
ments are reflected by many advocates for battered women and state domes­
tic violence coalitions (see Healey et al., 1998), which have lobbied effectively 
against the use of anger control treatments for men mandated to attend batterer 
intervention programs (BIPs). However, as noted by Maiuro et al. (2001), state 
standards governing BIP content typically lack any empirically justification, 
calling into question the basis for the ban on anger control interventions. The 
net result of these assumptions has not only been a resistance toward anger-
based interventions but also a steadfast dismissal of anger as a potential risk 
factor for IPV. Ultimately, however, all of these concerns must be answered 
empirically rather than ideologically. So, is there a relationship between anger 
arousal and IPV?

Evidenceâ•… The answer is yes, although the relationship is moderate in strength. 
From an empirical standpoint, recent quantitative reviews (Norlander & Eckhardt, 
2005; Schumacher, Feldbau-Kohn, Slep, & Heyman, 2001) have indicated that dis­
turbances in anger experience and expression distinguish between partner violent 
and nonviolent men (effect size: d = .50). Studies using self-report questionnaires 
consistently indicate that partner-violent males show elevated trait anger, hostil­
ity, increased tendency to express anger outwardly, and decreased anger control 
(Eckhardt, Barbour, & Stuart, 1997; Norlander & Eckhardt). In addition, anger 
problems are directly related to more severe and frequent perpetration of IPV 
(Holtzworth et al., 2000). In observational research examining sequential patterns 
of couple interaction, violent couples demonstrate increased usage of “destructive” 
forms of anger, involving expressions of contempt, disgust, and belligerence (e.g., 
Jacobson et al., 1994). Prior research on anger in subtypes of partner-violent men 
suggests that some, although not all, partner-abusive men exhibit symptoms of 
excessive and dysregulated anger (e.g., Chase, O’Leary, & Heyman, 2001; Dutton, 
1988; Hershorn & Rosenbaum, 1991; Saunders, 1992; Holtzworth-Munroe & 
Stuart, 1994; Waltz, Babcock, Jacobson, & Gottman, 2000). Holtzworth-Munroe 
and colleagues (2000) found that the two most severe subtypes of partner-violent 
men (labeled Generally Violent and Borderline/Dysregulated) had significantly 
higher anger levels than less severe subtypes. Other research suggests that anger 
interacts with alcohol intoxication to increase the likelihood of IPV during rela­
tionship conflicts (Eckhardt, 2007). Finally, recent findings using forensic samples 
of IPV perpetrators suggest that approximately 20–25% of partner-abusive men 
judicially mandated to attend batterer intervention programs have clinically sig­
nificant problems with anger experience and expression (Eckhardt, Samper, & 
Murphy, 2008) and that abusers with problematic anger are less likely to com­
plete such programs and more likely to reassault female partners (Murphy, Taft, 
& Eckhardt, 2007).
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But there are inconsistencies as well. Several studies using self-report question­
naires of anger and hostility have not found differences between partner-violent 
and nonviolent males (see Norlander & Eckhardt, 2005). In addition, researchers 
using observational methods have typically found that direct statements of anger 
(e.g., “I’m really mad at you”) do not reliably differentiate violent from nonviolent 
couples (Barbour et al., 1998; Gottman et al., 1995). Thus, while the accumulated 
data indicate that IPV perpetrators show dysfunctional levels of trait anger and 
anger control relative to nonviolent males, even after controlling for relationship 
distress, and that anger problems portend risk for treatment attrition and crimi­
nal recidivism, it is unlikely that partner-violent males can be differentiated from 
their nonviolent counterparts solely on the basis of anger problems; indeed, IPV 
perpetrators constitute a heterogeneous group of individuals (e.g., Holtzworth-
Munroe & Stuart, 1994) who act abusively as a function of a diverse array of 
causes and situations. Thus, rather than assuming that anger is “always” or “never” 
involved in IPV, it is more important to consider whether and for whom specific 
patterns of anger problems may be factors deserving of clinical attention (Murphy 
et al., 2007).

However, once again, these findings have seen only very limited acceptance in 
the IPV field. One of the more distressing aspects of how the patriarchal ideology 
model has limited scientific inquiry is that currently there is no evidence regarding 
whether changing perpetrators’ negative emotions (e.g., anger) in IPV interven­
tion programs specifically predict nonviolent outcomes. Such a study would face 
intense ideological resistance from criminal justice funding agencies and would be 
practically impossible to conduct using criminal justice samples given prevailing 
ideologically based opinions that oppose anger-themed research and treatment in 
those settings. Given that no relevant studies exist concerning whether anger- or 
emotion-focused techniques specifically reduce IPV risk, it is surprising and disap­
pointing to see such vehement pronouncements against the usage of anger-focused 
interventions for IPV perpetrators (Adams, 1988; Gondolf, 2002), for one would 
assume that such strongly negative evaluations would be based on actual evidence. 
Important research needs to be conducted to investigate whether interventions 
that have an emotion regulation component are more effective relative to standard 
interventions without such a component or whether interventions with an anger 
focus could become the intervention of choice for perpetrators with specific emo­
tion regulation difficulties (Eckhardt et al., 2008; Murphy et al., 2007).

Relational Factors

One of the hallmark assumptions of feminist-informed models of IPV etiology 
and intervention is that relationship disturbances are a consequence, rather than 
a cause, of IPV (Gondolf, 2002). As noted previously, the central theme of these 
models is that the patriarchal society in which we live provides an enormously 
influential and reinforcing context for men to use power and control tactics to 
subjugate their female partners and promote male privilege. Thus, popular mod­
els of IPV suggest that aggressive manifestations of abuse are but one example of 
power and control tactics, as men may also use psychological or emotional abuse, 
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economic coercion, and restriction of social contacts to intimidate, isolate, and 
control their partners.

Is there evidence that relationship power dynamics are related to IPV? Surveys 
suggest that couples wherein both partners acknowledge that the male is the 
dominant partner comprise a very small number (9.6%) of U.S. couples (Coleman 
& Straus, 1985). In addition, research has not been consistently supportive of the 
specific links between relationship power and IPV (Malik & Lindahl, 1998). For 
example, Babcock et al. (1993) found no relationships between power bases (i.e., 
education, income, socioeconomic status [SES]) and IPV and only a modest rela­
tion among power-related outcomes (i.e., control over decision making) and IPV. 
However, violent husbands reported greater pursuit and demand tactics during 
conflict discussions, whereas wives reported withdrawing or shutting down (see 
also Holtzworth-Munroe, Smutzler, & Stuart, 1998). Thus, while the power-and-
control model provides an important distal context from which to explore part­
ner abuse, the proximal motivations underlying violent acts are usually complex 
and multidetermined rather than straightforward expressions of dominance and 
control.

Prior reviews of the literature regarding risk factors for IPV have concluded 
that the context of IPV is indeed the relationship—violent couples also tend to 
be distressed and unhappy couples (Dobash & Dobash, 1979; Schumacher et al., 
2001). Overall, the data suggest that problematic couple communication patterns 
are strong determinants of relationship distress and that lower levels of relation­
ship satisfaction differentiate violent from nonviolent couples (O’Leary et al., 1989; 
Rogge & Bradbury, 1999). IPV tends to accompany relational distress and verbal 
arguments (O’Leary, 1999) and is itself a strong predictor of relationship termina­
tion. It follows, then, that the many existing strategies for the treatment of relation­
ship dysfunction can be usefully applied to this population.

Research on the mutual nature of IPV further illustrates the importance 
of contextual factors in relationship conflict and abusive behavior (see also 
Chapter 12 in this volume). When one partner has been physically aggressive 
in a relationship, it is highly likely that the other partner has been physically 
aggressive as well (Archer, 2000). Therefore, it becomes critical to understand 
the usual ways that couples with a violent partner interact about matters both 
mundane and serious and to integrate this information into effective clinical 
interventions. An important area of research in this regard is based on the 
analysis of the sequential behavioral interaction patterns of violent couples. 
Researchers have found that, relative to nonviolent couples, violent couples 
exhibit more offensive negative behaviors during conflict discussions as well 
as more reciprocal patterns of negative communication (Berns, Jacobson, & 
Gottman, 1999; Burman et al., 1993; Cordova, Jacobson, Gottman, Rushe, & 
Cox, 1993; Jacobson et al., 1994; Margolin, John, & Gleberman, 1988). In par­
ticular, violent couples seem to be locked in a pattern of reciprocated belliger­
ence, contempt, disgust, and overt hostility, with both partners responding to 
the other’s negative behavior with similarly negative reactions (Gottman, 1994). 
In contrast to Duluth Model assumptions, few differences have been observed 
on these variables between husbands and wives within violent couples. These 
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data suggest what has long been observed in clinical settings: among violent 
couples, both partners are likely to be negative, reactive, and locked in a com­
petitive battle to defeat the other. This contextual reality neither absolves the 
perpetrator from his or her decision to act abusively nor blames the victim for 
his or her victimization. But it seems reasonable to suggest that a complete 
understanding of IPV requires knowledge of the context in which it occurs and 
that this context also includes the behavior of both partners (Jacobson, 1994; 
Murphy & Eckhardt, 2005).

There is no topic more contentious among proponents of the Duluth Model 
than the notion of relational risk factors for IPV. Given that the model emerged as 
a consequence of intensive advocacy efforts to improve the lives of abused women, 
it follows that there would be little interest among Duluth Model proponents to 
examine how behaviors from both partners, including female victims, provide 
the context for IPV. Advocacy groups that create and enforce standards for abuse 
intervention programs do not include relational risk factors in lists of variables 
that predict IPV, since doing so, from the standpoint of the Duluth Model, is 
tantamount to blaming the victim. Indeed, almost all states with such standards 
caution against or explicitly prohibit intervention strategies that involve couples’ 
based treatment.

But is there evidence that modifying interpersonal and communication 
skills in partner violence interventions is associated with nonviolent change? 
Yes. Recent research indicates that interventions based on improving couple 
communication and relationship skills are at least as effective at preventing new 
IPV episodes as standard intervention programs or other comparison interven­
tions (for a more detailed review see Murphy & Eckhardt, 2005). For example, 
Dunford (2000) examined the effects of a 26-week cognitive-behavioral group 
BIP, a 26-week couples’ therapy group, a rigorous monitoring group, or a no-
treatment control group for IPV perpetrators in the military. Follow-up reports 
from female partners of male participants gathered 6 and 12 months post-treat­
ment indicated that individuals assigned to all treatments exhibited reductions 
in IPV; no differences in recidivism were found in male-to-female physical 
aggression across the four groups. In addition, using couples volunteering for 
treatment at a university marital distress clinic, O’Leary, Heyman, and Neidig 
(1999) found no difference in recidivism between men assigned to either cou­
ples’ treatment versus a group Duluth Model intervention. Similar results using 
a court-referred sample were reported by Brannen and Rubin (1996). Thus, one 
can either conclude that treatment that focuses on improving relationship skills 
is unwarranted since it does no better than more traditional group treatments, 
or one can perhaps see couples’ treatment as a useful alternative for some vio­
lent couples (especially those who are clearly planning on staying together) since 
it appears to work just as well as traditional interventions. However, the clini­
cian interested in implementing couples’ treatment must take extreme care to 
make sure the couple is indeed appropriate for the intervention and that the 
intervention does not exacerbate existing problems in ways that increase risks of 
future IPV victimization (for more, see LaTaillade, Epstein, & Werlinich, 2006; 
Murphy & Eckhardt, 2005).
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Conclusions
Substantial progress has been made in the development of etiologic models of IPV 
and interventions for individuals who assault their relationship partners. Despite the 
dominating presence of the patriarchal socialization (“Duluth”) model, research­
ers have developed theories of IPV that have broadened the factors that account 
for abusive behavior in couples, with less ideologically based and more empirically 
based findings concerning risk factors for IPV (e.g., Finkel, 2007; O’Leary et al., 
2007), with an eye toward translating this work into more focused interventions for 
perpetrators (e.g., Murphy & Eckhardt, 2005). Using methods heavily influenced 
by social psychological researchers, the current state of IPV research is robust and 
informative. Relative to nonperpetrators, partner-violent individuals exhibit a vari­
ety of social information processing disturbances and show more favorable attitudes 
toward violence as an acceptable conflict resolution strategy. In terms of emotion 
regulation, the limited research available indicates that IPV perpetrators show more 
disturbances in anger experience and expression relative to nonviolent comparison 
samples and that problems relating to anger control are linearly related to the sever­
ity and frequency of IPV perpetration. Laboratory studies indicate that relative to 
nonviolent males IPV perpetrators induced to feel angry are more likely to respond 
to relationship conflict situations with expressions of verbal aggression, belligerence, 
and hostile conflict strategies. Data also clearly indicate the relational nature of 
violent conflict tactics: abusive behavior, while always the responsibility of the indi­
vidual perpetrator, emerges in particular relationship contexts and follows a some­
times predictable pattern of reciprocated and escalating interpersonal processes.

Together, these findings make for a compelling framework around which to 
structure intervention programs for nonviolent change and to inform policymak­
ers tasked with preventing the occurrence of such violence. However, despite the 
productivity of IPV researchers and the increasing sophistication of the methods 
used to examine IPV dynamics, the gulf between researchers and practitioners–
policymakers remains enormous. As discussed in this review, a central reason for 
the ever-widening nature of this divide is the ideological resistance on the part of 
profeminist groups adopting the Duluth “power and control” Model of IPV toward 
the types of variables and the specific conclusions offered by behavioral science 
research concerning the etiology of IPV. As noted in a critique of this model by 
Dutton and Corvo (2006), research that could otherwise improve our understand­
ing of the causes of partner abuse and inform treatment efforts is derided, reinter­
preted, or ignored:

Against a national movement toward evidence-based and best-practice criteria 
for assessing program continuance, interventions with perpetrators of domes­
tic violence remain immune to those evaluative criteria. The stranglehold 
on theory and policy development that the Duluth model exerts confounds 
efforts to improve treatment. There is no rational reason for domestic violence 
to be viewed outside of the broad theoretical and professional frameworks 
used to analyze and respond to most contemporary behavioral and psychologi­
cal problems. On the contrary, this isolation of domestic violence has resulted 
in a backwater of tautological pseudo-theory and failed intervention programs. 



Intimate Partner Violence 179

No other area of established social welfare, criminal justice, public health, 
or behavioral intervention has such weak evidence in support of mandated 
practice. (p. 478)

Thus, there is still quite a distance left to travel if the social and behavioral 
sciences are to make the paradigm shift toward an approach to understanding 
IPV that takes advantage of the most that our science has to offer. One advantage 
of an approach informed by science, as opposed to ideology, is an openness to 
novel findings, to new constructs, and to new collaborations that may eventually 
prove useful (or not) to our understanding of a given phenomenon. “Given our 
awareness of the limitations of current approaches …, it is our obligation to apply 
what we know about the complexity of partner abuse to improve the programs 
intended to end it” (Stuart, 2005, p. 262). For at the end of the day, no matter how 
much ideological resistance one experiences, our allegiance to an open, scientifi­
cally driven approach to knowledge discovery provides the best hope to solve the 
one goal that everyone associated with the IPV field can agree on: to reduce the 
likelihood that involvement in a romantic relationship means an increased risk for 
violent victimization.
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I n close relationships, partners’ outcomes are mutually dependent. This exten­
sive everyday interdependence is what brings much of what people desire 
from relationships (e.g., intimacy, understanding, support, and stability) but 

is also what brings much of what people fear (e.g., hurt, pain, obstruction, and 
strife; see Chapters 3, 11, 13, and 14 in this volume). From its very inception, 
Interdependence Theory has explicitly connected interdependence and the likely 
occurrence of interpersonal conflict (Braiker & Kelley, 1979; Kelley & Thibaut, 
1978), noting that with greater interdependence comes greater opportunities for 
partners to both facilitate and obstruct each other’s goals. Because goal obstruc­
tion is a common trigger of conflict and aggression (see Chapter 10 in this volume), 
the greater opportunities for obstruction that accompany interdependence can in 
turn generate more occurrences of strife in relationships.

If individual goal pursuits are enmeshed in the everyday interdependence of 
romantic relationships (see Chapters 2 and 6 in this volume), then it may be fruit­
ful for the understanding of both self-regulatory and relationship processes to elu­
cidate the relations of one partner’s goals to the other’s. In the current research, 
we suggest that the similarity of the partners’ personal goals such as career goals, 
financial goals, and health and fitness goals may be an important factor in predict­
ing both individuals’ progress on their goals as well as relationship coordination, 
compatibility, and conflict.

In this chapter, we present recent findings examining the links between goal 
similarity and relationship conflict, testing the hypothesis that romantic partners 
who pursue dissimilar personal goals experience more conflict in their relationship. 
Dissimilar personal goals are likelier to be incompatible goals, interfering with each 
other’s progress, and we thus suggest that dissimilar personal pursuits will lead to 
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more conflict in the relationship overall, via a direct effect of goal obstruction on 
conflict. Dissimilar goals are also likely to create conflict via more indirect routes, 
such as perceptions that one’s partner is not responsive to one’s needs (Reis, Clark, 
& Holmes, 2004) and feelings of being unsupported (Brunstein, Dangelmayer, & 
Schultheiss, 1996).

Background: Similarity and Liking
According to the similarity–attraction hypothesis, individuals evaluate others who 
share their attitudes more positively than they evaluate others who possess dissimi­
lar attitudes (Byrne, 1971; Byrne, Clore, & Worchel, 1966). In a classic program 
of research, Byrne demonstrated that individuals evaluated a bogus stranger more 
positively after reading that the stranger possessed attitudes (about issues such as 
God and premarital sex) that were similar to those reported by the participants 
themselves (Byrne, 1961). Byrne theorized that similarity produced its positive 
effects by validating individuals’ own views and attitudes about the world, which is 
inherently rewarding. Because individuals associate the reward of validation with 
the stranger, they like him or her more (Byrne, 1961). This finding and its interpre­
tation have been challenged (e.g., Rosenbaum, 1986), but the positive link between 
attraction and similarity is largely viewed as a basic principle underlying initial 
attraction (e.g., Berscheid & Walster, 1978).

Although the link between similarity and initial attraction among strangers is 
widely accepted, the link between similarity and satisfaction with existing relation­
ship partners is less clear. Findings have been mixed (Buunk & Bosman, 1986; 
Montoya, Horton, & Kirchner, 2008; Morry, 2005, 2007), and many studies have 
suffered from data-analytic weaknesses that limit their interpretability (Griffin, 
Murray, & Gonzalez, 1999; see also the review in Karney & Bradbury, 1995). 
Despite these concerns, the most often reported finding is still that similar part­
ners are more satisfied partners (e.g., Gaunt, 2006; Luo & Klohnen, 2005). Less 
work has directly examined conflict as an outcome; however, some findings have 
suggested that similarity also reduces the occurrence of everyday conflict (Surra 
& Longstreth, 1990), and many authors have posited that reduced conflict is one 
route through which the similarity–satisfaction effect may occur (e.g., Esterberg, 
Moen, & Dempster-McCain, 1994).

Most of the research to date on similarity has examined personality traits and 
attitudes, with no studies on similar personal goal pursuits per se. However, sev­
eral studies have examined similarity in characteristics related to personal goals, 
finding that similar activity preferences, at least in some domains, predict reduced 
conflict and increased relationship satisfaction (Surra & Longstreth, 1990) and that 
similar needs for autonomy and affiliation predict higher reports of marital adjust­
ment (Meyer & Pepper, 1977).

Current Research
Thus, building on prior work, we explored the influence of similar personal goals 
on the frequency and intensity of relationship conflict. Because this chapter is 
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inspired by Interdependence Theory and the ideas are driven by our interest in 
linking interdependence theorizing about relationships with work on self-regula­
tion, our emphasis differs from prior work on similarity. Whereas past work has 
focused on links between similarity of personality traits, attitudes, values, and 
demographic characteristics, this chapter focuses on similarity in personal goal 
pursuits. Personal goals have nothing to do with relationships—they are the indi­
vidual’s own quests—and thus are the ideal characteristic to study to test interde­
pendence theory’s predictions about similarity and conflict. In one of our studies, 
we test the role of other kinds of similarity within relationships to determine if 
these interdependent goals produce any unique effects on conflict.

Similarly, whereas past work has examined the impact of similarity on attrac­
tion, liking, or satisfaction, we emphasize the more direct outcome that should 
stem from interdependence costs—conflict. Finally, while the most well-known 
findings on similarity have studied attraction to strangers, we focus on similarity 
within established long-term romantic relationships. Because of the inherent inter­
dependence in close relationships, we speculate that the processes that promote 
any positive effects of similarity on reduced conflict are probably not the same 
simple positive reinforcement principles thought to drive the effects of similarity 
on initial attraction among strangers. It surely feels good to know that one’s roman­
tic partner agrees with one’s opinions but that sense of self-validation is only one 
of many possible processes that could explain a similarity–conflict link within this 
more complicated interpersonal context.

For example, Holmes and Murray (1996), in their review of research on con­
flict in relationships, suggest that one major cause of relationship conflict is that 
partners lack understanding of each other’s “untransformed” preferences—that 
is, the preferences they would possess in the absence of external influence. Before 
partners can decide how to act in a given situation, they must understand their 
partner’s preferences in the situation (Kelley, 1979; Messick & Brewer, 1983). 
Indeed, accurate perspective taking has been shown to be crucial to negotiating 
and resolving conflicts (see Chapter 7 in this volume). Unfortunately, partners are 
known to be quite inaccurate when it comes to perspective taking—they often 
misread each other’s preferences (Kenny, 1994). Inaccuracies are thought to stem 
both from people’s tendencies to project their own preferences onto their part­
ners (a tendency that is even likelier to happen with close relationships because 
people assume more similarity) and from people’s overreliance on partners’ past 
overt behaviors as cues for their preferences. Overt behaviors can often be mis­
leading reflections of people’s real motivations, both because people behave in 
line with “transformed” motivations (i.e., they alter their preferences to better suit 
their partner’s; Holmes & Murray, 1996) and because people often fail to behave 
in line with their goals, due to self-control failures (Baumeister, 1998). If partners 
base their beliefs about each other’s preferences on what they see in their partner’s 
behaviors, then they may well miss the mark when it comes to understanding what 
their partners really want.

We suggest that both of these types of misunderstandings are likelier to hap­
pen when partners hold dissimilar personal goals. Partners who pursue similar 
goals may have no better knowledge of their partner’s preferences; however, their 
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assumption of similarity will be well founded, and thus they will project accurate 
preferences onto their partners. Similarly, when partners have similar goals, past 
behavior is less likely to reflect transformed motivations and more likely to reflect 
each partner’s actual untransformed interests, simply because there is less need 
for transformation when both partners share the same goals. In contrast, partners 
with dissimilar personal goals will be likelier to make particularly inaccurate pro­
jections and to have behaved in ways that don’t reflect their untransformed inter­
ests, out of desire to compromise or get along with each other.

These perspective-taking issues are one possible route through which dissimi­
lar personal goals could generate relationship conflict. It is also possible that part­
ners who hold dissimilar personal goals may obstruct each other’s goal progress, 
which may directly lead to negative emotions and conflict (Berscheid, 1983, 1991; 
Berscheid & Ammazzalorso, 2001; Fehr & Harasymchuk, 2005; Fitzsimons & 
Shah, 2008). When goals are obstructed, people tend to feel frustrated with each 
other (Berscheid & Ammazzalorso, 2001), and may avoid each other and seek more 
independence (Fitzsimons & Shah, 2008), all of which would promote conflict. 
In contrast, partners who hold similar personal goals may (whether intentionally 
or incidentally) facilitate each other’s goal progress, which in turn may directly 
lead to positive emotions, closeness, and cooperation (Berscheid & Ammazzalorso; 
Fehr & Harasymchuk; Fitzsimons & Shah). Finally, another route through which 
goal similarity may impact conflict is through the nature of everyday interactions 
within relationships. If partners are pursuing similar goals, their interactions may 
be smoother and more efficient than interactions between partners who are pur­
suing dissimilar goals. If so, they may experience more harmony and synchrony, 
which again may promote positive, cooperative responses (Dalton, Chartrand, & 
Finkel, 2010; Wiltermuth & Heath, 2008). In contrast, if partners are pursuing 
dissimilar goals, their interactions may be discordant and inefficient, which may 
lead to more conflict.

In this chapter, we describe several studies—correlational, longitudinal, and 
experimental—that provide preliminary support for the importance of personal 
goal similarity for the experience of effortless, harmonious interactions within 
interpersonal interactions and for reduced conflict. The first two studies look at 
perceptions of goal similarity and compatibility, and the remaining studies compare 
responses from both partners to get a more “objective” measure of goal similarity.

How Does Goal Similarity Affect Conflict 
and Goal Progress Over Time?

In an initial exploration of the role of similar personal goals in conflict, we con­
ducted a longitudinal survey study among New York University undergraduate stu­
dents. We sought to examine whether participants who perceived they cared about 
an important goal to the same degree as their partners reported lower frequency of 
conflicts over the next month. Because our participants were college students, we 
examined perceived similarity in the goal of academic achievement, which is the 
most commonly noted goal in this sample.
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At Time 1, as part of a broader survey, participants answered questions about 
the extent to which they and their best friend or romantic partner valued academic 
achievement to the same degree. Specifically, they rated their agreement with 
three direct statements like, “My partner/friend and I care equally about academic 
achievement.” Participants also rated their agreement with the item, “Academic 
achievement is very important to me right now,” which we used as a measure of 
their own goal commitment. As a measure of conflict, participants reported how 
many fights, arguments, or conflicts they had had with their partner or friend over 
the past month. They also rated their relationship satisfaction using the item, “I am 
fully satisfied with my relationship/friendship,” and their goal progress using the 
item, “I feel I made good progress on my academic achievement goals this month.” 
At Time 2, 1 month later, participants once again indicated how many fights, argu­
ments, or conflicts they and their partner or friend had had over the past month, 
rated their relationship satisfaction and goal progress using the same items, and 
provided the grades they had received on their midterm examinations.

As predicted, perceived goal similarity predicted lower reports of conflict over 
the following month, a relation that held when controlling for initial ratings of con­
flict and relationship satisfaction and participants’ own ratings of goal importance. 
Ideally, we would also have assessed participants’ perceptions of the other’s goal 
commitment as an additional control: it is conceivable that conflict is not neces­
sarily related to dyads’ similarity on this goal but to something about the other’s 
own goal pursuit. Because of the way the goal similarity items were worded, it is 
unclear whether the rated similarity results from the partner or friend valuing the 
goal more or less than the participant. That is, the items may have unintentionally 
captured dissatisfaction with a particularly ambitious or unambitious partner. In 
subsequent studies, we were careful to include all such variables, which allows us 
to be more confident about the precise role that dissimilar goals may play in gener­
ating conflict within relationships.

Nonetheless, because of the longitudinal nature of the current study, in which 
perceived similarity predicted change in conflict from Time 1 to Time 2, we can 
tentatively report evidence that (the perception of) similarity reduces conflict. 
That is, although the available data cannot rule out third variable influences with 
this study, they do suggest the directionality of the link between similar goals and 
conflict. Findings were identical for the friend dyads and romantic partner dyads; 
according to Interdependence Theory, the processes should work in the same way 
for all established, long-term, close relationships. That is, there is nothing quali­
tatively different about romantic relationships. However, if romantic relationships 
were higher in interdependence, as they would be in most adult samples, we would 
expect to see stronger effects of similarity on conflict. Because of the heightened 
opportunity for obstructed goals that emerges in closer relationships with greater 
interdependence, similarity should be more predictive. Within a college sample, 
though, close same-sex friendships are not necessarily less close or interdependent 
than romantic relationships, with many students living with their best friends.

Turning to examine goal progress, we found that perceived goal similarity 
positively predicted perceptions of progress 1 month later as well as better perfor­
mance on midterm examinations, effects that held while controlling for initial goal 
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progress. There are many reasons goal similarity could lead to better goal prog­
ress. For example, if both partners share the same goals, this could promote the 
construction of a goal-encouraging environment. As another example, friends and 
partners who also value academic achievement may actually be more instrumental 
to goal pursuit, through providing either practical help or emotional support.

However, it is also possible that goal similarity could affect progress by decreas­
ing conflict or increasing coordination. Indeed, these results also indicate that the 
relationship between goal similarity and goal progress is significantly (partially) 
mediated by conflict. We have suggested that when partners are pursuing similar 
personal goals their everyday interactions should be smoother and more harmoni­
ous. For example, they should understand each other’s perspectives better, should 
have similar expectations about those interactions, and should be more respectful 
of each other’s goal pursuits. If their everyday interactions are indeed smoother, 
they are likely also more efficient or less depleting. In contrast, when partners are 
pursuing dissimilar personal goals, they may have misunderstandings, different 
expectations, and less respect for each other’s goals, which may make their interac­
tions less efficient and more resource consuming (Finkel et al., 2006). If so, these 
subtle clashes could drain self-regulatory resources, leaving less energy and focus 
for goal pursuit, and thus negatively affecting goal progress. The next study we 
describe includes additional measures that allow us to examine this link between 
high maintenance interactions (Finkel et al.) and goal similarity.

What Mechanisms Drive the Goal 
Similarity–Conflict Link?

In this next study, we sought to replicate the link between perceived goal similar­
ity and conflict while including some additional measures to increase clarity about 
how goal similarity may affect the frequency and intensity of relational conflict. 
In particular, we examined the potential role of (1) high-maintenance interactions 
and (2) partner instrumentality. First, as explained already, partner interactions 
that are rife with misunderstandings and inefficiencies may be one result of hav­
ing dissimilar personal goals; if so, these draining interactions may produce more 
conflict. Second, past research has demonstrated that people feel closer to partners 
who are helpful or instrumental for ongoing goals (Fitzsimons & Shah, 2008), and 
we wondered whether instrumentality could play a mediating role in the effects 
of similarity on relationship satisfaction and conflict. That is, it may be the case 
that goal similarity produces positive outcomes because of a strong link between 
goal similarity and instrumentality. Partners with similar goals may be more likely 
to be helpful to each other than partners with dissimilar goals. However, it is also 
possible that instrumentality may reduce conflict—people may be more agree­
able and accommodating to helpful others—but that it may not act as a mediating 
mechanism for the relation between goal similarity and conflict.

Married and dating couples at the University of Waterloo took part in a larger 
investigation consisting of multiple sessions and spanning a 4-month period. In 
the session relevant to the current study, all participants completed an hour-long 
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series of online questionnaires during which they answered questions about their 
personal goal pursuits, individual differences in motivational and self-regulatory 
variables, and features of their relationships, including quality and outcomes.

One of the measures was a new scale created to assess perceptions of per­
sonal goal similarity. This scale, modified from an earlier measure (Bohns et al., 
2010), consisted of 14 items designed to be face-valid measures of goal similarity. 
Participants rated their agreement with items like, “My partner and I have very 
similar personal goals” and, “We have a lot in common when it comes to what per­
sonal goals we care about right now.” This new scale was positively correlated with 
measures of closeness and satisfaction; all effects we describe here control for the 
potential effects of those variables on conflict.

Participants also scored the amount of conflict in their relationship, rating their 
agreement with a one-item measure that read, “My partner and I disagree about a 
lot of things day to day.” Among the other measures, participants completed com­
mitment and satisfaction subscales of the Investment Model Scale (Rusbult, Martz, 
& Agnew, 1998).

In addition, we wanted to examine the extent to which everyday interactions 
within the relationship were depleting or inefficient in nature, to determine if 
having high-maintenance interactions may be one route through which dissimilar 
goals are related to conflict. To do so, we included a four-item measure taken from 
Finkel et al. (2006) that asks participants to rate their agreement with statements 
like, “Maintaining efficient, well-coordinated interaction with my partner requires 
a lot of energy” and, “Interactions with my partner generally go smoothly.”

Finally, we were interested in the role of perceived partner instrumentality, 
or the perception that one’s partner is helpful or useful for one’s goal progress 
(Fitzsimons & Shah, 2008, 2009). We measured instrumentality with a 13-item 
scale asking participants to rate their agreement with statements like, “In general, 
I find my partner to be very helpful with my goal pursuits” and, “In general, my 
partner is a real source of strength for me in pursuing my goals.”

Replicating the pattern established in the longitudinal study, the new measure 
of perceived goal similarity was negatively related to conflict ratings, a relation that 
held when we controlled for relationship satisfaction and commitment.

Next, we looked at the role of instrumentality. We found that perceptions of 
partner instrumentality did predict conflict, even controlling for satisfaction, such 
that individuals who saw their partners as more helpful for their personal goal pur­
suits reported fewer incidences of conflict. The directionality of this effect remains 
unclear: it is conceivable either that partners who have lower rates of conflict may 
see their partners as more instrumental for their goals or that individuals fight less 
often with instrumental partners. Instrumentality was also related to goal similar­
ity, as we predicted, such that similar partners were seen as more instrumental 
for goal progress. When both instrumentality and similarity were entered into a 
regression predicting conflict, however, we found no evidence of a mediating role 
for instrumentality. Instead, both variables significantly predicted conflict, even 
when controlling for relationship satisfaction. Thus, it seems that instrumentality, 
though related to both goal similarity and to conflict, does not account for the link 
between these two variables.
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However, this study also found significant (albeit partial) mediation of the link 
between goal similarity and conflict by the high-maintenance interaction measure. 
This pattern supports the possibility that partners who pursue dissimilar personal 
goals may find their everyday interactions draining and difficult, which may cause 
conflict to arise. Because the reverse mediational pathway is also significant (i.e., 
similarity negatively predicts depletion, with conflict as a significant partial media­
tor), it may also be the case that partners who pursue dissimilar personal goals may 
have more frequent conflicts, which may lead them to find their everyday interac­
tions more draining and difficult.

Does Objective Goal Similarity 
Affect Conflict?

Thus, the first two studies found evidence that partners who believe they share 
similar personal goals report less conflict. Of course, given the correlational nature 
of these studies, it would be premature to draw conclusions about the directional­
ity of the relationship. Indeed, it seems quite plausible that participants who are 
engaged in frequent conflict with their partners may infer from that conflict that 
they must have different or incompatible goals than their partners. Although the 
next two studies we describe are also correlational (the last study we describe is 
experimental), we believe we minimize the plausibility of this alternative account 
by measuring actual goal similarity rather than perceived goal similarity. That is, 
we look at both target and partner ratings of their own goals and use compari­
sons of those goals as predictors of target ratings of conflict. Because participants 
are not privy to the responses of their partners to these goal questionnaires, the 
reverse causal direction—that conflict leads to goal dissimilarity—is unlikely. It 
remains possible that frequent conflict could cause partners to begin to pursue 
different personal goals, but we believe that such an explanation is less parsi­
monious than our suggestion that pursuing different personal goals generates 
frequent conflict.

Dal Cin, Anderson, Holmes, and Young (2010) collected self-report data from 
both partners of dating couples at the University of Waterloo. Participants rated 
the importance of a series of goals, which ranged from specific and concrete to 
general and abstract and were diverse in content, including personal goals (aca­
demic achievement, finances, health, leisure) and relational goals (communication, 
sex). Goal similarity was measured by computing an average of the absolute dif­
ference between partner goal importance ratings and self goal importance ratings. 
Participants also rated the degree of conflict in their relationships using items taken 
from Braiker and Kelley (1979). The scale measured participants’ perceptions of 
the frequency and seriousness of conflicts in their relationship as well as the fre­
quency and intensity of negative affect (anger, frustration) in everyday interactions. 
Items included, “My partner and I frequently argue with each other” and, “When 
my partner and I argue, the arguments or problems we have are quite serious.” 
Finally, participants rated their relationship satisfaction using four straightforward 
items (e.g., “I am extremely happy with my current romantic relationship”).
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As predicted, results showed that couples that reported similar goals reported 
less conflict in the relationship and more relationship satisfaction. Because we 
measured both partners’ goals, instead of one partner’s perceptions, we can rule 
out the role of perceptual illusions and biases in producing the link between goal 
similarity and conflict.

Is There Anything Unique About Goals? Goal 
Similarity Versus Other Types of Compatibility

We next returned to examine another component from the larger longitudinal 
study of dating and married couples described earlier, which included measures 
of personality and attitudes and allowed us to compare the effects of goal similar­
ity with other kinds of similarity. Two weeks after completing the online premea­
sure, couples attended a laboratory session in which they individually reported 
on the frequency of disagreements in their relationships and provided ratings 
of their commitment to and identification with academic achievement goals and 
health and fitness goals, goals that undergraduate students commonly pursue. 
The goal measure was an average of four items assessing the commitment to and 
importance of the goal. For example, participants indicated their agreement with 
statements like, “This goal is very important to me.” To construct a measure of 
goal similarity, we calculated an absolute difference score to represent the mag­
nitude of the difference between both partners’ ratings of their commitment to 
academic achievement and to fitness and health goals and averaged those two 
measures. Participants also provided measures of other kinds of personal vari­
ables, such as in personality, religious beliefs, and attitudes. It is very likely that 
partners with different types of personalities would have greater conflict (imagine 
an extravert and an introvert making social plans) and that partners with differ­
ent social attitudes would also have more disagreements (imagine a socialist and 
a libertarian discussing current events over dinner). Indeed, as briefly discussed 
in the introduction, there is evidence for the effects of similarity in personality 
and attitudes on relationship satisfaction (Gaunt, 2006). Including these measures 
in our analyses allowed us to determine whether similarities in personal goal 
pursuits have any remaining predictive power when accounting for these other 
important factors.

Overall, our results supported the importance of goal similarity in conflict. 
As predicted, and replicating the effect from the last described study, using this 
new (more objective) measure of goal similarity did not change the results. When 
partners reported similar levels of commitment to and identification with their 
important personal goals, they also reported lower incidence of conflict with their 
partner. This relation held when we controlled for relationship satisfaction and, 
most importantly, when we controlled for the absolute levels of goal commitment 
of both partners. Because the effect holds even when controlling for individual 
reports of goal commitment, we can be more confident that it is indeed the dis­
crepancy between the partners’ goals, rather than something about one of the 
partners’ goal pursuits itself, that predicts conflict (see Kenny & Acitelli, 1994).
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Next, we were interested in examining whether there is a unique role for goal 
similarity or compatibility in particular or whether what we are capturing with 
our goal similarity measures is another type of similarity, such as similar attitudes, 
values, or personality types. To examine this idea, we analyzed the link between 
our difference score measure of goal similarity and conflict while controlling for 
a number of other potentially useful predictors. Goal similarity turned out to be a 
strong and robust predictor of conflict, even when compared with consequential 
variables such as similarity in political and social attitudes, religious beliefs, values, 
and Big Five personality traits. That is, it continued to be a significant negative 
predictor of conflict.

How Does Manipulating Goal 
Incompatibility Affect Conflict?

In the final study that we describe, we aimed to find experimental evidence to 
support the idea that dissimilar personal goals could affect interpersonal conflicts. 
We activated the mental representation of a health and fitness goal and examined 
its influence on participants’ responses to hypothetical relationship scenarios in 
which there was potential for conflict. To activate the goal, we relied on advances 
in the understanding of nonconscious goal pursuit (Chapter 6 in this volume), 
using a subtle priming technique. We were interested in whether participants 
would indicate that they would be more or less accommodating and cooperative 
in these hypothetical scenarios depending on (1) whether they were primed with 
the health and fitness goal and (2) whether they had indicated (earlier in the ses­
sion) that they and their partner were similar or dissimilar in this goal domain. 
We predicted that participants who reported dissimilarities with their partner in 
the importance of health and fitness goals would respond to the primed goal by 
being less cooperative and accommodating in the hypothetical scenarios.

Participants were adult U.S. women who were currently in a romantic rela­
tionship. They began by answering questions about their personal goal pursuits. 
One such question asked participants to indicate whether they and their partner 
valued several goals equally, including career goals, family goals, and health and 
fitness goals. This item read, “When it comes to health and fitness goals…,” and 
participants could choose one of three items: “My partner cares much less than I 
do”; “My partner and I care equally”; and “My partner cares much more than I do.” 
Approximately 40% of participants indicated that they cared more about the goal 
than their partner; another 40% indicated they and their partner valued the goal 
equally; and the final 20% indicated that their partner cared more about the goal. 
We combined participants who said their partner cared either more or less about 
the goal into one group we term the “dissimilar” group. Participants who reported 
equal goal importance were termed the “similar” group. (Results for the two dif­
ferent “dissimilar” groups did not differ.)

Participants also completed a short scrambled sentence task (Srull & Wyer, 
1979), in which they were randomly assigned to be exposed to words related to 
either health and fitness goal-relevant words (e.g., fit, healthy) or control words 
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matched for valence (e.g., book, artistic) embedded in larger strings of neutral 
words. They also completed a scale designed to assess their desire to be coop­
erative and accommodating to their partners’ preferences. The items were mod­
eled after prior research on accommodative behaviors in relationships (Arriaga 
& Rusbult, 1998; Rusbult, Verette, Whitney, Slovik, & Lipkus, 1991) but were 
shortened to meet the requirements for online data collection. Participants read 
a scenario that presented them with a decision to either cooperate with their 
partners’ interests or to refuse to do so (i.e., to be other- versus self-interested) 
and then chose one of four response options that varied in the extent to which 
they were positive and constructive. For example, one scenario read, “Imagine 
that your partner insisted on inviting a friend over to dinner, even though you 
don’t like this friend. How likely would you be to engage in each of the follow­
ing actions?” Participants chose from the following options: “I would refuse”; “I 
would protest but give in”; “I would grudgingly agree”; and “I would cheerfully 
agree.” The other scenarios asked about participants’ responses when their part­
ners rented a movie they didn’t want to see, forgot to run an important errand, 
and made a big mess at home. The scenarios were designed to be mundane 
examples of decisions members of couples make each day about how to respond 
when their interests do not coincide with their partners’ interests.

As predicted, we found that for participants who reported that they and they 
partner held dissimilar values toward health and fitness goals, the goal prime led to 
less accommodating responses to the hypothetical scenarios. For participants who 
reported similar levels of caring about health and fitness goals, the goal prime did 
not affect their responses. Stated another way, within the control condition, there 
was no effect of similarity on accommodating responses; within the health goal 
prime condition, there was an effect of similarity, such that participants who per­
ceived goal similarity with their partners reported more accommodating responses 
than did partners who perceived goal dissimilarity.

This study provides experimental support for the role of personal goal similar­
ity in everyday relationship interactions and suggests one possible explanation of 
the link between similarity and conflict in the first four studies. When participants 
were reminded of a personal goal—in this case, health and fitness—they were less 
accommodating to the preferences of dissimilar (vs. similar) partners, in decisions 
completely unrelated to the health and fitness domain. They were less likely to agree 
to decisions that were in their partners’ but not in their own interests, and they were 
more likely to say they would feel angry and get in a fight with their partners when 
those partners engaged in mundane negative acts. By demonstrating that the effect 
of similar goals is stronger when the personal goal itself is activated, and, relying on 
prior reports of the goal similarity, this study provides evidence for the causal role of 
personal goals in these effects—when the goal was not currently active, participants 
were equally accommodating to partners who shared and didn’t share the goal.

Future Directions and Conclusions
Thus, the current research provides support for the interdependence theory 
notion that dissimilar goal pursuits can predict daily conflict within interpersonal 



Gráinne M. Fitzsimons and Joanna E. Anderson196

relationships. Five studies using varied measures and methodologies demonstrated 
that when partners do not value personal goals to the same degree they tend to 
report more occurrences of conflict within the relationship and more negative 
responses to potential conflicts and disagreements. Although these findings dem­
onstrate that goal similarity, a previously neglected topic within research on rela­
tionship conflicts, is related to the occurrence of conflict, they leave many questions 
unanswered. Most importantly, the findings presented here offer intriguing evi­
dence of some of the potential mechanisms underlying this link, like the depleting 
nature of interacting with someone who pursues different goals, but it is clear that 
there may be many other processes at work. Future research that experimentally 
manipulates some of the posited mechanisms would be particularly valuable.

One interesting extension of the current findings would be to examine how goal 
similarity and conflict relate across the duration of close relationships. Because 
personal goals are likely to change over the lifespan of an average relationship, 
it may be particularly enlightening to examine the links between goals and rela­
tionships as goals change (Fitzsimons & Fishbach, 2010). For example, it is likely 
that some couples who once shared similar goals will encounter conflicts that have 
arisen due to changes in one or both partners’ goals across time. As Holmes and 
Murray (1996) note, “The compatibility of important goals is best thought of as a 
moving window rather than a fixed quality of a relationship.” As another example, 
couples that start out their relationship with dissimilar goals may well grow to 
possess more similar goals over time, either because both partners’ goals grow 
together or because one partner adopts the other’s goals.

Another important direction for future research is to examine the role of dis­
similar relationship goals, like goals for increased intimacy versus independence, 
and dissimilar joint goals, like goals to buy a bigger house versus save money. 
Because outcomes are likely to be even more interdependent for such goals and 
because relationship-level factors have been shown to have an important effect 
on conflict behaviors (Simpson, Rholes, & Phillips, 1996) the effects of dissimilar 
relationship goals may be both pervasive and powerful.

Finally, although we presented the hypothesis that similar personal goals will 
reduce conflict, it is also quite conceivable that shared goals could promote con­
flict under some circumstances. If two partners share the same goal, there is an 
increased opportunity for social comparison and competition. Imagine that two 
partners both volunteer for the same charity and that both have goals to become 
leaders within the charity. Help, understanding, and support may increase, but so 
too might competition, resentment, and strife. One moderating variable that would 
determine the presence of these negative outcomes for similarity in personal goals 
would be the link between the partners’ personal goals—whether success by one 
partner would imply failure by another. Such a link could be the result of objec­
tive characteristics of the situation (e.g., there can be only one charity president) 
or subjective characteristics brought by the partners (e.g., competitive or insecure 
partners may be likelier to feel negatively about their partner’s successes). Future 
research examining these potential moderators would be particularly valuable.

These are only a few of the many avenues available for future research in this 
area. The effects of personal goal pursuits on interpersonal relationships, and, in 
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turn, the effects of relationships on personal goal pursuits, are only beginning to be 
understood (Finkel & Fitzsimons, forthcoming; Fitzsimons & Finkel, in press; see 
also Chapters 2 and 6 in this volume). However, the current research presents an 
important step forward in our research on this interplay of self-regulatory and rela­
tional processes. In all of our prior work (e.g., Fitzsimons & Bargh, 2003; Fitzsimons 
& Shah, 2008), we have focused on only one partner’s goal pursuits and feelings 
about the relationship while acknowledging that such an approach is seriously lim­
ited, as real interactions involve two individuals’ goal pursuits (see Rusbult, Finkel, 
& Kumashiro, 2009). In the current research, we try for the first time in our lab to 
examine the dyadic links between both partners’ goals, a first step toward building 
a rich understanding of how these effects play out in real relationships.
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Silent Rage

When Being Ostracized 
Leads to Aggression

Lisa Zadro
University of Sydney

Pain can be alleviated by morphine but the pain of social ostracism cannot 
be taken away. 

Derek Jarman (1994, p. 113)

Introduction
Over the past decade, there has been considerable debate as to whether being 
ostracized (being excluded and ignored; Williams, 2007) leads targets to behave 
in either a prosocial or antisocial manner toward others. Whereas some research­
ers have found that being explicitly rejected leads targets to behave in an aggres­
sive manner toward either the source of ostracism or innocent bystanders (e.g., 
Twenge, Baumeister, DeWall, Ciarocco, & Bartels, 2007), others have found 
evidence suggesting that being excluded prompts targets to respond in ways 
that increase their opportunities for reinclusion (e.g., conforming; see Williams, 
Cheung, & Choi, 2000). Unraveling these contradictory findings has been the 
focus of recent research.

This chapter examines the possible psychological (i.e., primary need threat), 
contextual (i.e., relationship type and status), and emotional (i.e., negative affect and 
feelings of anger) factors that may motivate targets to enact punitive and vengeful 
behaviors as a consequence of being excluded and ignored. Factors that potentially 
moderate the consequences of exclusion are discussed in terms of whether they 
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ameliorate or exacerbate aggressive reactions. Finally, the chapter introduces new 
experimental research using a novel ostracism paradigm, “O-Cam,” a simulated 
Web conference that specifically investigates the forms of vengeance that targets 
of ostracism are willing to impose on sources.

The Functions of Ostracism
Ostracism is often described as one of the most innocuous forms of interpersonal 
conflict and a preferable alternative to verbal or physical abuse (Williams, 2007; 
see also Chapters 4 and 6 in this volume). The virtues of silence are preached in 
proverbs, informing us that “silence is golden” and that “if you have nothing nice 
to say, say nothing at all.” The very act of ostracizing another individual (i.e., the 
target of ostracism) simply involves not speaking to them or acknowledging their 
presence—there are no raised voices or physical blows. In fact, ostracism can be 
used in the presence of others with onlookers being none the wiser. The “benign” 
appearance of this tactic is why many institutions use forms of ostracism as punish­
ment in preference to other methods of interpersonal conflict. For instance, schools 
typically advocate using time-out (i.e., physically removing the student from their 
peers) to discipline students as opposed to corporal punishment. Similarly, solitary 
confinement—a form of physical ostracism—is used as a means of punishing pris­
oners for infractions committed behind bars.

If we examine the ways that ostracism is used across different age groups, cul­
tures, and species, it is apparent that all forms of ostracism have two broad goals. 
The first goal is to remove undesirable members from the group, particularly those 
who may harm or jeopardize the safety and well-being of the rest of the group. 
The very term ostracism comes from the ancient Athenian (488–487 B.C.) practice 
of exiling citizens whose dictatorial ambitions posed a threat to the democratic 
nature of the state (Zippelius, 1986). In modern times, we still remove members of 
society who harm others through imprisonment, which is an institutionalized form 
of exile. A beneficial consequence of removing undesirables is that the remaining 
members of the group often become more cohesive—they function as a stronger 
unit that benefits the group as a whole (Gruter & Masters, 1986; Williams, 2001). 
Thus, removing undesirable members ensures that the group (and indeed its val­
ues) remains safe and intact.

The second potential goal of ostracism is corrective, seeking to ensure that the 
target of ostracism changes their thoughts, feelings, or behaviors to become aligned 
with those of the rest of the group. In this regard, ostracism is used as a form of dis­
cipline or punishment; it gives recalcitrant members a glimpse of what it would be 
like without the support of the sources and hence what is in store for them if they 
do not comply with the group. There are many examples of ostracism being used 
as means of disciplining wayward group members. For instance, within romantic 
(or indeed other close interpersonal) relationships, individuals may use “the silent 
treatment” on their partner to punish them for actual or perceived wrongdoing, 
thereby discouraging the partner from behaving in the same way in future.

However, regardless of the reason, ostracism can have devastating conse­
quences for the target. For animals, being ostracized by the group—and thus being 
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removed from the protection of other members—will often lead to starvation and 
death (Goodall, 1986). For humans, the results of being ostracized by a source 
(individual or group) may not have such grave consequences on survival but may 
still have other devastating effects. For instance, there is considerable evidence to 
suggest that a loss of social support can have an adverse impact on health and well-
being comparable to damaging health factors such as obesity, smoking, and high 
blood pressure (Kiecolt-Glaser, Cacioppo, Malarkey, & Glaser, 1992). A lack of 
social support can also delay recovery from illnesses and surgery and even hinder 
compliance with prescribed medical regimens (see Cobb, 1976).

Given the negative ramifications of losing group membership or social sup­
port—particularly if the source of ostracism is a partner or loved one—it is not 
surprising that targets tend to respond by changing their behavior to regain favor 
with the sources. In a series of interviews with targets and sources of long-term 
ostracism, Zadro (2004, 2009) found that targets often behaved in a prosocial and 
conciliatory fashion toward the sources of ostracism. Prosocial and conciliatory 
responses are designed to rectify or relieve the ostracism situation. Such responses 
include forgiveness seeking (i.e., apologizing to the source for any action that may 
have warranted the ostracism; for a discussion on why such tactics may have nega­
tive effects on targets, see Chapter 14 in this volume), discussion (i.e., trying to elicit 
a response from sources by speaking to them in a nonconfrontational manner), and 
ingratiation (i.e., attempts to elicit a conversation through flattery, pandering to the 
source’s needs or wants, or purchasing items such as flowers or gifts). By carrying 
out prosocial and conciliatory strategies, the target aims to repair the relationship 
with the sources and thereby to put an end to any emotional or physiological pain 
they may have experienced during the ostracism episode.

Yet, despite the potentially adverse consequences to the target’s health and 
well-being that may result from being ostracized, Zadro (2004, 2009) found that 
several targets of long-term ostracism responded in an antisocial and reactionary 
manner to being excluded and ignored. Specifically, these targets reported acting 
in a vengeful manner toward the sources of ostracism and even recounted instances 
where they had responded in an antisocial manner toward innocent bystanders.

Thus, there is anecdotal evidence that ostracism can lead to prosocial or anti­
social responses in different situations. Yet why does ostracism lead to such diverse 
behavioral responses? Why do some targets try to appease the source whereas oth­
ers retaliate and even attack innocent others? To answer these questions, it is first 
necessary to examine the potential psychological and emotional responses to ostra­
cism; after all, it is these responses that provide an invaluable piece of the puzzle 
when trying to determine whether targets will respond in a pro- or antisocial man­
ner when they are rejected and ignored (see also Chapter 3 in this volume).

Psychological Effects of Being Ostracized: 
The Effects of Ostracism on Primary Needs

Williams’s (1997, 2001) model of ostracism predicts that ostracism (compared with 
other forms of interpersonal conflict) has the potential to threaten four fundamental 
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human needs: belonging, control, self-esteem, and meaningful existence—an 
assertion that has been supported by over a decade of empirical investigation (see 
Williams, 2007 for review). Targets are motivated (behaviorally, emotionally, and 
cognitively) to refortify these lost or threatened needs. However, if the ostracism 
episode is prolonged or if the target is repeatedly excluded and ignored by the 
sources, the threatened needs become internalized leading to detrimental psycho­
logical and health-related consequences (see Zadro, 2004).

The desire to regain the primary needs threatened during ostracism plays an 
important motivating force in determining whether targets respond in a prosocial 
/conciliatory or an antisocial/reactionary manner. Regaining a sense of belong­
ingness, for instance, would first entail trying to regain one’s membership in the 
group (or, if the target is being ostracized by a partner or loved one, to regain one’s 
place in the partnership). To best pursue this goal, targets may first try to behave 
in an affiliative manner toward sources (i.e., by enacting tactics such as ingratia­
tion, discussion, and forgiveness seeking). If these attempts to repair the relation­
ship are unsuccessful, the target could also try to affiliate with new individuals 
or groups to regain a sense of belongingness. In contrast, attempts to regain the 
remaining needs (i.e., control, self-esteem, and meaningful existence) could easily 
lend themselves to more antisocial and reactionary actions. For instance, targets 
may lash out verbally or physically to regain control over others or their environ­
ment; targets whose self-esteem has been adversely affected by being ignored may 
try to bolster their own feelings of self-worth by denigrating others; if a target 
feels invisible, as is often the case when one’s sense of meaningful existence is 
threatened, acting in an aggressive fashion—picking a fight, yelling an insult—
will ensure that the person will receive attention, even though this attention is 
essentially negative.

Several factors may determine whether targets regain their needs using anti­
social methods. Although all four primary needs are threatened, there may be 
individual differences in the way that targets prioritize the reestablishment of 
these needs. For instance, picture an ostracism situation whereby a target is being 
excluded and ignored at their workplace by a fellow employee. Although the ostra­
cism episode may threaten all four of the target’s primary needs, the target’s desire 
to regain control of the situation—and hence regain social standing among others 
in the office—may actually be a greater priority to the target than regaining a 
sense of belonging (i.e., by repairing the relationship with the source), particularly 
if the relationship with the source is fairly superficial and the target has a strong 
support network outside of the office. This desire to regain control may possibly 
lend itself to behaving antisocially toward the source.

The prioritization of needs may also be a product of preexisting trait differ­
ences among targets. For instance, those with preexisting low levels of one or more 
of the primary needs (e.g., low self-esteem) may try harder to regain that need once 
it has been further threatened by ostracism. Other individual differences, such as 
attachment style, may also cause some targets to prioritize the regaining of cer­
tain needs after being ostracized; this may be particularly the case with anxiously 
attached individuals who have a particular fear of rejection (see Chapter 2 in this 
volume).
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Gender may also play a role in the extent to whether targets regain their needs 
in an antisocial fashion. For instance, Williams and Sommer (1997) found that 
ostracized females worked comparatively harder on a collective task postostracism 
rather than a coactive task whereas ostracized males tended to socially loaf more 
during the collective task than during the coactive task. Williams and Sommer 
concluded that being ostracized motivated targets to try and regain their threat­
ened needs; however, ostracized females attempted to regain a sense of belonging 
whereas males instead gave priority to regaining self-esteem or possibly a sense of 
control over their environment. In doing so, males responded in a less than proso­
cial fashion toward the group (i.e., social loafing).

Given the gender differences, and possibly also trait differences, that influence 
the ways in which targets prioritize regaining their threatened primary needs, it 
is not surprising that there are a range of possible anti- and prosocial reactions to 
ostracism.

The Role of Emotions in Determining Prosocial 
or Antisocial Responses to Ostracism

Jean Jacques Rousseau (1712–1778) was once quoted as saying, “Absolute silence 
leads to sadness. It is the image of death.” This sentiment is echoed by targets of 
long-term ostracism who report powerful emotional responses to being ostracized 
(Zadro, 2004, 2009). In addition to feeling sadness while being socially excluded, 
targets of long-term ostracism reported feeling a range of negative emotions includ­
ing despair, loneliness, horror, anguish, helplessness, pain, shame, and anxiety. 
Almost all targets reported feeling angry after ostracism. For instance, one target 
who was repeatedly ignored by her daughter almost resorted to violence during a 
family holiday during which the daughter refused to speak or participate in any 
activities. She stated:

I’m not violent. Well, I avoid violence like the plague. I grabbed her by the 
waist, and I thought, “Gee what am I doing?” I was actually going to throw her 
across the restaurant—I was that angry. That’s how I was the whole time—I 
was angry the whole time.

The anecdotal findings suggesting a link between ostracism and negative 
affect have received some empirical support, including evidence that social exclu­
sion leads to feelings of sadness and hurt feelings (e.g., Buckley, Winkel, & Leary, 
2004; Chow, Tiedens, & Govan, 2008; however, for an exception, see Twenge, 
Cantanese, & Baumeister, 2002).

There is growing evidence that negative affective states often trigger adaptive 
cognitive, motivational, and behavioral reactions (see Chapter 8 in this volume). 
Yet how does negative affect fuel antisocial behaviors postostracism? According to 
Berkowitz (1990), negative affect has a primary role in the activation of thoughts 
and memories associated with anger as well as “rudimentary” feelings of anger. 
Indeed, targets in experimental studies of ostracism often reported feeling sig­
nificantly angrier than those who were included in the ostracism paradigm (e.g., 
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Chow et al., 2008; Zadro, Williams, & Richardson, 2004). Recently, researchers 
have begun to examine the link between anger and aggression postostracism. For 
instance, Chow et al. found that participants who reported feeling angrier after 
being ostracized during an Internet ball-tossing game (Cyberball; see Williams et 
al., 2000) were more likely to behave in an antisocial manner toward the sources of 
ostracism than those who reported feeling sad. Thus it seems that anger may pro­
mote antisocial reactions whereas sadness seems to produce more vigilant, atten­
tive, and adaptive styles of responding.

Given the psychological and emotional trauma that targets suffer while being 
ostracized, it is not surprising that they may express their frustration, anger, and 
pain by behaving in an antisocial fashion. The question then becomes—whom do 
targets choose to be the focus of their antisocial actions?

“All Are Punished”?: Who Is the Focus 
of Postostracism Aggression?

When targets respond to ostracism in an antisocial and reactionary fashion, they 
can potentially direct their actions toward three parties: (1) the source of ostracism 
(i.e., revenge or retaliation); (2) innocent bystanders (i.e., physical or verbal aggres­
sion); or (3) themselves (i.e., self-harm or self-defeating behaviors).

Aggressing Against Sources of Ostracism

Antisocial and reactionary acts that targets commit against sources of ostracism 
could be construed as acts of revenge or retaliation for being ostracized. There 
are several reasons targets may be motivated to seek out vengeance against those 
who have ostracized them. Walster, Walster, and Berscheid (1978) state that acts 
of revenge within interpersonal relationships may be motivated by the desire to 
restore equity in the relationship. In an ostracism situation, the target is at the com­
plete mercy of the source; the source chooses when to ostracize the target and if or 
when he or she will stop the episode. By choosing to ostracize the target, the source 
has achieved complete power over the target and the relationship. Acts of ven­
geance may be one of the only ways the target could topple the source from his or 
her position of power, thereby redressing the equity imbalance in the relationship.

Revenge may also assist targets to regain lost or threatened primary needs. 
Specifically, revenge may allow targets to regain their sense of control by throw­
ing off their role of “passive victim” (see Frijda, 2007) and instrumentally engag­
ing in behaviors that increase control over the situation and over other people. 
Retaliatory action may also give the target some level of control over the future of 
their relationship with the sources, in the sense that acting in a retaliatory fashion 
may help to discourage sources from ostracizing the target in subsequent conflict 
situations (see Pinker, 1997). Vengeful acts are designed to attract the attention of 
the source, which in turn will make the target feel less invisible and hence help 
restore a sense of meaningful existence (see Yoshimura, 2007). Revenge research­
ers have also found that vengeance is often motivated by a desire to regain self-
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worth, which would be attractive to targets of ostracism whose self-esteem has 
been thwarted by being socially excluded (e.g., McCullough, Bellah, Kilpatrick, 
& Johnson, 2001). However, while revenge may allow the target to regain a sense 
of control, self-esteem, and meaningful existence, depending on the nature of 
the vengeful act, it may further erode the target’s relationship with the source—
thereby further thwarting the target’s sense of belonging—and may even lead to 
further retaliation on behalf of the source.

Interviews with targets of long-term ostracism revealed that targets often 
engaged in antisocial or vengeful acts, usually as a means of eliciting a response 
from the source or as a way of venting their frustrations (Zadro, 2004, 2009). 
Although several targets reported using verbal abuse on sources, acts of physical 
abuse were (thankfully) rare; however, targets may have been reluctant to admit 
being violent even if it had occurred. Targets who did admit to using physical abuse 
resorted to this tactic after other tactics (such as forgiveness seeking or discussion) 
had failed.

The interviews provided a few, mild examples of physical aggression toward 
sources, but the media often highlights episodes of ostracism that have serious, 
and even lethal, consequences. Schoolyard shootings, such as that conducted at 
Columbine High School, are often retaliatory strikes by students who have been 
widely rejected by their peers. In a case study of school shootings in the United 
States between 1995 and 2001, Leary, Kowalski, Smith, and Phillips (2003) found 
that individuals who had rejected the shooter were typically targeted and were 
often among the victims.

Although few targets of long-term ostracism admitted to responding in a physi­
cally aggressive manner, it became apparent that targets rarely just sat back and 
allowed themselves to be repeatedly rejected and ignored without retaliating in 
some fashion. Some targets actively spoke about “getting revenge” for being sub­
jected to lengthy episodes of silence, particularly when they perceived the episodes 
to be unwarranted. For some, getting revenge amounted to simple acts of reputa­
tion defamation (i.e., they spoke badly about the source to others). In contrast, 
other targets detailed elaborate and potentially harmful, revenge scenarios. Zadro 
(2009) conducted a focus group with four generations of Sicilian women to discuss 
their experiences as targets of relational ostracism (i.e., ostracism by their relation­
ship partner). There were clear differences between the ways younger and older 
Sicilian women coped with the silent treatment. Younger Sicilian women tended to 
quickly curtail any ostracism attempts on the part of their spouse, usually through 
strong language and an explicit threat to leave the relationship if the silent treat­
ment continued. However, for two reasons, these tactics were not available to most 
of the older women. First, they were in patriarchal relationships where their hus­
bands held all power; in many cases, these women experienced physical abuse 
from their spouse and hence did not want to act in a way that would incite further 
abuse. Second, leaving the relationship was not an option; there were strong social 
sanctions against divorce, and the “shame” of such an act would then lead the 
women to be additionally ostracized by their friends and family.

Instead, older Sicilian women pursued active and very creative campaigns 
of revenge that operated under the sources’ radar (which could be construed as 
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campaigns of passive aggression; see Chapter 4 in this volume). In many instances, 
these campaigns continued for years—well after the ostracism episode. For 
instance, one target—an Italian woman in her late 50s—said that her husband 
had rejected her sexually 20 years earlier and had instigated a brief affair with a 
woman in his workplace. In return, the target punished her husband by adding 
more and more butter to his meals in the hopes of slowly elevating his cholesterol 
to painful (and possibly lethal?) levels. Another woman reported moving her hus­
band’s possessions around the home—keys, watch, tools—to the point where he 
started to wonder about his sanity. Older Sicilian women also spoke of acting “less 
positively” (rather than negatively) as a means of acting out against ostracism. Such 
acts included giving their husband a smaller piece of dessert than those received by 
the rest of the family rather than simply depriving him of dessert entirely or failing 
to invite his family around to visit as often as expected—a cardinal sin in an Italian 
household where family means everything. These acts were not conducted to gain 
the notice of the source; rather, they were performed so that the target would have 
the satisfaction of regaining their sense of control, and possibly even their self-
esteem, after multiple acts of ongoing neglect and exclusion.

For some targets, “fighting fire with fire” becomes the best type of defense. 
These targets choose to simply ostracize the sources: either to give the source a 
taste of the emotional pain that the target has experienced (“[the silent treatment] 
is not something that I would usually do, but if [the source] is going to act like that 
toward you, well I can give as good as a I get”) or to simply get the source’s atten­
tion. Other targets resorted to retaliatory ostracism when they no longer cared to 
pursue a relationship with the source.

There has been considerable experimental research examining the ways that  
targets perceive sources of ostracism. Typically, sources of ostracism were viewed 
as less likeable (Pepitone & Wilpizeski, 1960) and generally rated unfavorably 
(Geller, Goodstein, Silver, & Sternberg, 1974) and were rarely rewarded by the 
target in subsequent tasks (Geller et al.).

Recent studies have focused on examining whether being ostracized leads to 
antisocial responses toward ostracizers. For instance, Bourgeois and Leary (2001) 
found that participants who were rejected tended to derogate their ostraciz­
ers, which supports anecdotal evidence of reputation defamation postostracism. 
According to Bourgeois and Leary, derogation of ostracizers can serve an adaptive 
function because it diminishes the desire to be accepted by the source and hence 
reduces the potential impact of ostracism on the target’s psychological well-being.

Aggressing Against Bystanders and Observers

Targets of ostracism do not always take out their anger and frustration on the 
source of ostracism. Instead, there is anecdotal evidence suggesting that targets 
will often lash out at innocent bystanders. This may seem counterproductive; after 
all, affiliating with a new person provides targets with the opportunity to regain 
primary needs, particularly their sense of belonging. However, according to the 
interviews with long-term targets and sources of ostracism (Zadro, 2004), targets 
often direct their ire toward nonsources. Behaving in an antisocial manner toward 
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others rather than the source may occur for a variety of reasons. For instance, if 
targets do not want to further jeopardize their relationship with the source, then 
they may take out their frustration on others. Similarly, targets may abuse innocent 
third parties if there is a power disparity between the target and the source and  
the cost of direct retaliation is far too high. For instance, one long-term target 
reported that his employer had ignored him for several weeks, refusing to speak to 
him directly and excluding him from memos and interoffice emails. Although the 
target was angry and frustrated by his employer’s behavior, he could not act on his 
feelings because he was terrified that he would lose his job. Instead, his family bore 
the brunt of his anger; he was verbally abusive and short-tempered to his wife and 
children (Zadro, 2009).

Behaving in an antisocial and reactionary manner toward third parties may 
allow a target not only to vent negative emotions such as anger but also to regain 
thwarted primary needs. For instance, targets may regain a sense of control 
over others and their environment by taking out their anger on those around 
them. They may also increase their feelings of self-worth by focusing on the 
shortcomings of others. As well as being cathartic, such behavior toward oth­
ers will also get them attention, which will help them to regain their sense of 
meaningful existence.

Despite the possibility of regaining primary needs, there are evidently drawbacks 
to lashing out against a third party. If we return to the example of the businessman 
who took out his frustration and helplessness over being ostracized on his wife and 
family, it is clear that the target is jeopardizing his relationship with his wife and 
children by mistreating them. He is also further weakening his sense of belonging 
and his social support network in general by eroding his ties to his loved ones.

Several experimental studies have examined the ways that targets respond 
to strangers postostracism. For the most part, these studies indicate that targets 
of ostracism tend to exhibit prosocial or cooperative behaviors toward neutral or 
novel individuals (e.g., conforming to incorrect group judgments to better fit with 
the group; Williams & Sommer, 1997; Williams et al., 2000), suggesting that they 
are behaving in a manner that will promote inclusion and subsequent social con­
nection (see Maner, DeWall, Baumeister, & Schaller, 2006). However, in these 
studies, targets were not given the opportunity to act in an aggressive fashion.

Much recent ostracism research examines whether targets will act in an anti­
social and reactionary manner toward innocent bystanders (e.g., Twenge et al., 
2001; Warburton, Williams, & Cairns, 2006. Typically, these studies have revealed 
that the link between ostracism and aggression is not clear-cut. For instance, 
Warburton et al. (2006) found that targets of ostracism only aggressed toward an 
innocent third party when the targets’ sense of control had been further thwarted 
in a previous task. Targets whose sense of control had been restored were not more 
likely to aggress. These findings suggest that ostracism per se may not be sufficient 
to cause targets to aggress, particularly against someone who is not the source of 
ostracism. Instead, a trigger is needed—in this instance, a further loss of control—
to elicit an antisocial and reactionary response.

In other studies assessing antisocial behavior postostracism, the “innocent 
bystander” is not all that innocent—that is, the bystander often provokes the target 
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in some way that in turn elicits an antisocial and reactionary response. In a series 
of studies, Twenge, Baumeister, Tice, and Stucke (2001) examined whether social 
exclusion leads to forms of aggressive behavior. They found that participants who 
had been rejected acted aggressively toward another participant who had insulted 
or provoked them. In only one study did the researchers find that the targets also 
acted aggressively toward an innocent bystander. Yet, tellingly, targets of social 
exclusion were not more aggressive to a bystander who praised them.

When examining real-life instances of violence precipitated by rejection, both 
bystanders and sources may be subjected to antisocial acts. For instance, the 
journal entries of the Columbine High School massacre gunmen Eric Harris and 
Dylan Klebold revealed that being continually ostracized and rejected by fellow 
classmates was a key causal factor in their decision to open fire on students and 
staff. Although sources would have been involved in the ostracism, some of the 
people shot were probably innocent of any wrongdoing (see Leary et al., 2003).

Recent studies have aimed to compare the response of targets toward both sources 
and innocent bystanders. For instance, in a study by Zadro et al. (2010), participants 
were ostracized, included, or ostracized then reincluded during a game of Cyberball. 
They then participated in a Resource Dilemma task (see Hardy & van Vugt, 2006; 
see also Chapter 15 in this volume), whereby participants were asked to indicate how 
much of a 100-cent resource they would allocate to the other players and to them­
selves. This task allowed participants to behave ingratiatingly, cooperatively, or anti­
socially toward either the individuals they had just played Cyberball with or two new 
players. When compared with included participants in the Cyberball task, ostracized 
participants behaved more antisocially when playing with the sources of ostracism 
(i.e., they allocated almost two-thirds of the resource to themselves, leaving little in 
the resource to split among the sources) but in an ingratiating manner when play­
ing with new players (i.e., they took less than a third of the resource for themselves, 
leaving a lot more of the resource to split among the new players). Neither of these 
behaviors was observed in reincluded targets, as their thwarted needs were some­
what refortified when sources reaccepted them into the game.

Aggression Against the Target: Self-Harm Postostracism

The literature often fails to acknowledge that targets of ostracism can turn their 
negative feelings, their frustrations, and their thwarted needs inward, internaliz­
ing the cause of ostracism and effectively punishing themselves for the ostracism 
incident. This reaction is common among targets who have experienced prolonged 
periods of ostracism or who have been repeatedly ignored by multiple sources 
(Zadro, 2004, 2009). These threatened needs often manifest in self-destructive 
thoughts (“I often think to myself, ‘When is this going to end?’”; “I’ve thought of 
suicide”). Unfortunately, many targets often act on these self-destructive thoughts, 
leading to a host of self-harm behaviors including promiscuity, alcoholism and drug 
addiction, self-mutilation, and even suicide attempts (Zadro, 2004).

The negative, self-defeating behaviors demonstrated by long-term targets of 
ostracism are also evident—in lesser form—in laboratory manipulations of ostra­
cism and rejection. For instance, in a series of studies, Twenge et al. (2002) found 
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that participants who were told that they would have a future devoid of social bonds 
were more likely to engage in various forms of self-defeating behavior including 
increased risk taking (e.g., betting on a long shot rather than a safer option) and 
engaging in fewer health-enhancing behaviors (e.g., choosing to eat a candy bar 
rather than a muesli bar). Thus, the threat of social exclusion led to the pursuit of 
activities that have pleasurable short-term effects but, ultimately, aversive long-
term consequences.

The Moderators of Ostracism: Factors 
That May Precipitate or Curtail the 

Desire to Act Aggressively
There is considerable evidence suggesting that being ostracized has an adverse 
effect on primary needs and affect. According to Berkowitz (1990), once negative 
affect has activated the cognitive constructs associated with anger and aggression, 
individuals begin to think about possible “attributions, appraisals, and schematic 
conceptions that can then intensify, suppress, enrich, or differentiate the initial reac­
tion” (p. 494). This second phase—whereby targets go through the “suppression” or 
“enrichment” of the negative or aggressive affect that has arisen from the ostra­
cism incident—is essential for understanding why some targets choose to act in an 
antisocial and reactionary manner postostracism; specifically, it is at this stage that 
various moderating factors come into play, whether singularly or in combination.

Numerous factors may, either singularly or in combination, moderate the 
effects of ostracism. First, specific aspects of the ostracism episode may determine 
whether a target responds in an antisocial and reactionary fashion. For instance, 
the physical location of the episode may facilitate or inhibit antisocial responses. 
Unlike physical or verbal abuse, ostracism can be used by sources in public, often 
without observers even noticing that it is occurring. If an ostracism episode occurs 
in public, however, it would be difficult for a target to respond in an antisocial fash­
ion (particularly in a physically aggressive fashion) without attracting the attention 
of onlookers—unless the target is so desperate for attention that even negative 
attention is considered preferable to being ignored.

Second, the identity of the source may also be an important moderating variable. 
Many targets stated that it was “easier,” and far less aversive, to be ignored by a stranger 
than a loved one (Zadro, 2004). When ostracized by a loved one, targets typically 
expressed a desire to preserve their relationship with the source. Hence, they typically 
tried to act in an affiliative manner to ensure that the episode ended as quickly as pos­
sible and the relationship remained intact. Targets were typically less mindful of their 
relationship with an ostracizing stranger or acquaintance; thus, if given a sufficient 
trigger, targets may be more likely to act in an antisocial fashion when ostracized by 
strangers rather than by loved ones. Laboratory studies have found that the identity 
of the source typically does not moderate the immediate consequences of ostracism; 
that is, being ignored by a computer versus a human (Zadro, Williams, & Richardson, 
2004) or by a despised out-group (i.e., the KKK; Gonsalkorale & Williams, 2007) does 
not moderate the deleterious effects of ostracism on the four primary needs.
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There is, however, some evidence that the identity of the source may moderate 
affective responses. For instance, Zadro et al. (2004) found that targets who were 
ostracized during Cyberball by a computer-generated player reported feeling sig­
nificantly angrier than those who had been ostracized by a human player. If targets 
feel angrier when ostracized by specific sources, then it is possible that this anger 
may manifest in antisocial reactions, particularly if there are further environmen­
tal triggers.

Third, the number of sources may also be a moderating factor. When ostra­
cized by a single source, targets have the opportunity to regain threatened needs 
by affiliating with others in their social support network. When ostracized by mul­
tiple sources, or sources in different environments (e.g., if targets are given the 
silent treatment by their partner at home as well as by their colleagues at work),  
there may be fewer opportunities to regain thwarted needs and, hence, a greater 
risk that lost needs will be internalized. Long-term targets who were ostracized 
by multiple targets were more likely to make internal attributions for the ostra­
cism episodes (“It’s all my fault!”; Zadro, 2004). This prompted some targets to 
respond in an antisocial and destructive fashion; that is, they attempted to restore 
lost social bonds by aligning themselves with unsavory or unscrupulous others 
(e.g., joining gangs). In some instances, targets of multiple sources feel sufficiently 
angry and disenfranchised to retaliate aggressively against their ostracizers (e.g., 
in the case of the various U.S. schoolyard shootings where shooters felt rejected 
and excluded by their peers; see Leary et al., 2003). Targets may also turn their 
aggression inward and commit acts of self-harm—for instance, engaging in pro­
miscuous behavior as a means of feeling wanted and loved or indulging in alcohol 
and recreational drugs as a means of escaping the problem. The devastation of 
being ignored by so many is clearly evident in the following letter sent by a young 
woman in her 20s who was ignored by her school peers (Zadro, 2004):

In high school, the other students thought me weird and never spoke to me. 
I tell you in all honesty that at one stage they refused to speak to me for 153 
days, not one word at all…. That was a very low point for me in my life and on 
the 153rd day, I swallowed 29 Valium pills. (p. 61)

Fourth, the causal clarity of the ostracism episode may also fuel antisocial 
responses. For instance, if targets know why they are being ignored, they can focus 
their attention on pursuing tactics that rectify the situation and that are more likely 
to lead to reacceptance (e.g., ingratiation or discussion that focuses on apologizing). 
However, if targets are unaware of why they are being ignored, then the helpless­
ness and frustration felt in such a situation may fuel an aggressive response, par­
ticularly if there is a further trigger to elicit aggressive behavior toward the sources 
or innocent bystanders (e.g., they experience a further loss of control).

Finally, the length of the ostracism episode may also contribute to antisocial 
responses postostracism. According to the social reconnection hypothesis, exclu­
sion motivates targets to forge social bonds with others only to the extent that they 
can realistically provide social reconnection (Maner et al., 2006). At the onset of 
ostracism, targets typically use strategies that they believe will appease the source 
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(i.e., discussion or ingratiation). If these are unsuccessful and the ostracism epi­
sode stretches indefinitely, targets may view the prospect of future interaction as 
increasingly hopeless and may thus act in a vengeful fashion in a desperate attempt 
to have their existence acknowledged.

Just as a host of situational factors may moderate antisocial and reactionary 
responses to ostracism, individual differences are sure to play a role in postostra­
cism responses. Although little research to date has specifically examined the role 
of individual differences in moderating antisocial responses to ostracism (for an 
exception, see Buckley et al., 2004), researchers have found that individual differ­
ences such as social anxiety (e.g., Oaten, Jones, Williams, & Zadro, 2008; Zadro, 
Boland, & Richardson, 2006), and self-esteem (e.g., Nezlek, Kowalski, Leary, 
Blevins, & Holgate, 1997), do moderate targets’ responses to being socially excluded 
and rejected. Future research needs to explore the extent and ways individual dif­
ferences, coupled with situational changes, moderate responses to ostracism. By 
understanding the role of moderating factors (singularly and in combination) in 
determining postostracism aggression, we can begin to develop strategies that will 
not only curtail the effects of ostracism but potentially will veer targets away from 
responding antisocially.

Ostracism and Revenge: A New 
Program of Research

Recently, we have begun to conduct a series of studies that examine the range 
of vengeful and retaliatory behaviors that targets are willing to conduct against 
sources of ostracism (see Goodacre, 2007; Goodacre & Zadro, 2010). Unlike previ­
ous studies, we do not focus solely on physical aggression but rather see it as only 
one aspect of the possible arsenal of antisocial and retaliatory behaviors at the 
target’s disposal.

To assess the effects of ostracism on revenge and retaliation, we created a new 
paradigm—O-Cam—a simulated Webcam conference that takes place between 
the target and two students from a local university. During this Web conference, the 
target is informed that each student will give a brief, prewritten speech about uni­
versity life. Although the paradigm has the appearance of a real Web-based interac­
tion, the “students” are actually actors whose actions have been prerecorded. Two 
O-Cam conditions are prerecorded: one where the students appear to listen to the 
target as the target makes a speech (the inclusion condition); and another where the 
students appear to listen to the target’s speech for 30 seconds and then turn to each 
other and begin having a conversation, completely ignoring the target (the ostracism 
condition). A demonstration of the paradigm can be seen at http://www.psych.usyd.
edu.au/research/ostracism/ (Username: guest; Password: Bach). Unlike other social 
exclusion and ostracism paradigms, O-Cam allows participants to be ostracized in 
the physical presence of the sources of ostracism yet requires no confederates to 
participate during the task. We hypothesized that being able to watch the sources 
of ostracism as they interact together during the ostracism episode (all the while 
ignoring the target) would elicit strong, emotional responses in the target.
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Unlike previous studies, which typically use a single indicator of antisocial 
behavior (e.g., the “hot sauce allocation” measure of physical aggression used by 
Warburton et al., 2006), the current study examined several aspects of revenge 
and retaliation. The construct of revenge and retaliation was assessed using a new 
measure based on research by Yoshimura (2007) on the different categories of ven­
geance behaviors. Specifically, the questionnaire examined participants’ desire to 
engage in four common revenge and retaliation type behaviors: (1) active distanc­
ing (i.e., removing oneself from the physical presence of the sources); (2) reputation 
defamation (i.e., attempts to reduce the target’s positive public image); (3) physical 
aggressiveness (i.e., attempts to cause the target physical discomfort, emotional dis­
tress or pain); and (4) resource removal (i.e., withholding rewards from the sources; 
for psychometric properties of the questionnaire, see Goodacre, 2007).

Overall, the findings suggest that ostracized participants endorsed acts of 
active distancing, reputation defamation, and resource removal significantly more 
than their included counterparts. Yet they did not wish to behave in a more physi­
cally aggressive manner toward those who excluded them. This supports previous 
research that has found that ostracism alone is not sufficient to elicit physical 
aggression; rather, it requires a further trigger, such as a further loss of control, 
to elicit responses that induce a desire to cause bodily harm (e.g., Warburton et 
al., 2006).

Overall, these findings indicated that even a single brief exposure to ostracism, 
instigated by previously unknown peers across an electronic medium, is power­
ful enough to elicit antisocial behavior without provocation. It should be noted, 
however, that although ostracized targets sought to distance themselves from the 
sources of their rejection they also expressed an interest in connecting with a new 
group of people, indicating that ostracized targets are responding in a more com­
plex fashion than previously expected, simultaneously acting in a pro- and antiso­
cial manner as a means of attaining short-term benefits (i.e., vengeful acts that may 
give them a sense of temporary satisfaction) and long-term gains (i.e., seeking out 
new affiliative ties).

Our future studies will continue the search for triggers and moderators of 
aggression postostracism. Moreover, we hope to refine our behavioral measures; 
often the aggression measures used in social exclusion studies could be viewed as 
measures of condoned aggression—that is, participants are given permission to 
aggress by being told that they can give as much hot sauce or as many noise blasts 
(at whatever volume) that they wish. The target can rationalize that if the experi­
menter is allowing them to perform these actions then no real harm can come 
to the target. The aim is to find new ways of assessing antisocial and aggressive 
responses that are less contrived and parallel real-world to attain a richer under­
standing of the motivations behind postostracism aggression.
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14
The Doormat Effect

On the Dangers of Resolving 
Conflict via Unilateral Forgiveness

Laura B. Luchies
Northwestern University

Eli J. Finkel
Northwestern University

G iven enough time, close relationship partners are bound to experience 
conflicts in which one person hurts, angers, or upsets the other. How 
can they resolve such conflicts? Scholars and clinicians have designed 

and implemented several interventions to bolster victims’ forgiveness of inter­
personal transgressions (e.g., Hebl & Enright, 1993; Rye & Pargament, 2002; 
Worthington, Kurusu, Collins, Berry, Ripley, & Baier, 2000; for a review, see Wade 
& Worthington, 2005). These interventions share the assumption that bolstering 
victims’ forgiveness will benefit the victims. In other words, forgiveness interven­
tions assume that victims have control over their own outcomes: if they forgive, 
they will experience better outcomes than if they do not forgive.

Past research shows some support for this assumption. Forgiveness has been 
linked to improved psychological health, physical health, and relational well-being. 
For example, those who forgive tend to experience psychological health benefits 
such as greater life satisfaction and fewer psychological distress symptoms (Bono, 
McCullough, & Root, 2008; Orcutt, 2006). They also tend to experience physi­
cal health benefits such as better cardiac functioning and less physiological stress 
(McCullough, Orsulak, Brandon, & Akers, 2007; Waltman, Russell, Coyle, Enright, 
Holter, & Swoboda, 2009). Finally, they tend to experience relational benefits such 
as greater closeness and commitment to their perpetrators as well as enhanced 
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conflict resolution, which predicts subsequent relationship quality (Hannon, 
Rusbult, Finkel, & Kumashiro, 2010; Tsang, McCullough, & Fincham, 2006).

However, might perpetrators also have control over victims’ outcomes? That is, 
might perpetrators’ behavior, in tandem with victims’ behavior, affect the quality of 
victims’ outcomes following betrayals such as ostracism (see Chapters 3 and 13 in 
this volume), harm toward a loved one (see Chapter 10 in this volume), or nasty feed­
back (see Chapter 10 in this volume)? McCullough (2008) recently argued that for­
giveness evolved to help people preserve their valuable relationships. We posit that, 
when forgiveness helps victims preserve a relationship that is likely to be valuable to 
them in the future, it leads to positive outcomes for the victim, but when it preserves 
a relationship that is unlikely to be valuable it leads to negative outcomes.

What determines whether a continued relationship between the victim and the 
perpetrator is likely to be valuable? The perpetrator’s behavior. At a dispositional 
level, perpetrators can indicate that a continued relationship is likely to be valuable 
for their victims by behaving in an agreeable manner. At a conflict-specific level, 
one way perpetrators can indicate that a continued relationship is likely to be valu­
able for their victims is by “making up for” their offenses. Indeed, past research has 
shown that agreeableness predicts perpetrators’ amend-making behavior: highly 
agreeable individuals act in a prosocial, constructive manner during interpersonal 
conflicts (Jensen-Campbell & Graziano, 2001) and are more likely than their less 
agreeable counterparts to accept responsibility and make reparation after commit­
ting a betrayal (Chiaramello, Sastre, & Mullet, 2008). According to this analysis, 
scholars and practitioners who have, explicitly or implicitly, suggested that forgive­
ness is uniformly good for victims might have oversimplified the story because 
victims do not have complete control over their own outcomes. Rather, the conse­
quences of victims’ forgiveness hinge on their perpetrators’ behavior.

Interdependence Theory: Three Types 
of Control Over Outcomes

Interdependence Theory (Kelley & Thibaut, 1978; Kelley et al., 2003; Thibaut & 
Kelley, 1959) provides a framework for understanding the control two individuals 
have over their own and each others’ outcomes, and this framework can be applied 
to the control victims and perpetrators have over victims’ outcomes. Following 
a betrayal, perpetrators may or may not make amends and victims may or may 
not forgive. Victims’ outcomes for each combination of their own and their per­
petrators’ behavior can be plotted in a 2 × 2 table, as illustrated in Figure 14.1. 
(Perpetrators’ outcomes can be included in the table as well, although we focus 
only on victims’ outcomes because we seek to address the extant literature’s focus 
on victims’ outcomes.)

In interdependence terminology (Kelley et al., 2003), actor control (formerly 
called “reflexive control”) is the amount of control one has over one’s own outcomes. 
The amount of actor control victims have over their own outcomes can be derived by 
calculating the average difference between the victims’ outcomes in the “Forgive” 
column and the victims’ outcomes in the “Do Not Forgive” column—that is, ((A + 
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C) − (B + D)) / 2. Actor control is analogous to the main effect victim forgiveness 
has on victims’ outcomes. Partner control (formerly called “fate control”) is the 
amount of control one’s partner has over one’s outcomes. The amount of partner 
control perpetrators have over victims’ outcomes can be derived by calculating the 
average difference between the victims’ outcomes in the “Make Amends” row and 
the victims’ outcomes in the “Do Not Make Amends” row—that is, ((A + B) − (C + 
D)) / 2. Partner control is analogous to the main effect perpetrator amends has on 
victims’ outcomes. Joint control (formerly called “behavior control”) is the amount 
of control one’s self and one’s partner jointly have over one’s outcomes. The amount 
of joint control victims and perpetrators have over victims’ outcomes can be derived 
by calculating the average difference between the victims’ outcomes in the upper-
left and lower-right cells and the victims’ outcomes in the upper-right and lower-left 
cells—that is, ((A + D) − (B + C)) / 2. Joint control is analogous to the interaction 
effect between victim forgiveness and perpetrator amends on victims’ outcomes. 
This framework can be used to determine the amount of actor, partner, and joint 
control victims and perpetrators have over victims’ outcomes and can thereby shed 
light on the potential dangers of unilateral forgiveness interventions, which fre­
quently assume that victims’ outcomes are determined primarily by actor control.

A Review of Recent Evidence of Joint Control 
Over Victims’ Postconflict Outcomes

A series of four recent studies investigated the interactive effects of victims’ 
and perpetrators’ behavior on victims’ outcomes (Luchies, Finkel, McNulty, & 
Kumashiro, 2010); all four studies examined these conflict dynamics between part­
ners in close, attachment-bonded relationships (see Chapters 2, 6, and 12 in this 
volume) rather than in negotiations between nonclose interactants (see Chapters 
5 and 7 in this volume). We review this program of research, which includes two 

Actor Control =         ((A + C) – (B + D)) / 2
Partner Control =      ((A + B) – (C + D)) / 2
Joint Control =           ((A + D) – (B + C)) / 2

Forgive

Make
Amends

Do Not
Make

Amends

Do Not Forgive
Victim

Perpetrator

A B

C D

Figure 14.1â•… How to calculate actor control, partner control, and joint control over vic­
tims’ postconflict outcomes.
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longitudinal studies (the first and fourth studies) and two experimental studies 
(the second and third studies) that examine the effects of victim forgiveness and 
perpetrator amends on victims’ postconflict self-respect and self-concept clarity. 
As explained already, forgiveness interventions assume that victims’ outcomes are 
primarily subject to actor control. In contrast, we expect that victims and perpe­
trators share joint control over victims’ outcomes. That is, we hypothesize that the 
effect of forgiving on one’s self-respect and self-concept clarity depends on the 
perpetrator’s behavior: when the perpetrator has made amends, we expect that 
forgiveness will bolster one’s self-respect and self-concept clarity. But when the 
perpetrator has not made amends, we expect that forgiveness will diminish one’s 
self-respect and self-concept clarity.

Forgiveness Tendencies and Partner 
Agreeableness Jointly Predict 
Trajectories of Self-Respect

The first study was a longitudinal investigation in which both members of 72 
recently married couples completed up to nine questionnaires over the first 5 years 
of marriage. At the beginning of the study, participants reported (1) their tendency 
to forgive their spouse by imagining themselves in five situations that described 
their spouse transgressing against them (e.g., snapping at and insulting the self, 
lying about inappropriate behaviors with someone of the opposite sex) and indi­
cated the extent to which they would feel and express forgiveness in each situation; 
(2) their agreeableness (e.g., “I take time out for others,” “I feel little concern for 
others” [reversed]); and (3) their self-respect (“I wish I could have more respect 
for myself” [reversed]). Every 6–8 months following the initial assessment, par­
ticipants completed additional reports of their self-respect. Although the extent to 
which perpetrators act in an agreeable manner is not our focal measure of perpe­
trator behavior, agreeableness has been linked with acting in a prosocial, construc­
tive manner during interpersonal conflicts (Jensen-Campbell & Graziano, 2001) 
and with seeking forgiveness (Chiaramello et al., 2008), which includes accept­
ing responsibility and making reparation after committing a betrayal (Sandage, 
Worthington, Hight, & Berry, 2000). Because agreeable individuals tend to make 
amends, we use agreeableness as a proxy for amends in this study.

We conducted growth curve analyses (cf. Singer & Willett, 2003) to assess the 
associations of forgiveness and partner agreeableness with linear self-respect trajec­
tories. Specifically, we predicted changes in participants’ self-respect over time from 
their tendency to forgive their spouse, their spouse’s agreeableness, time, and the 
interaction terms among these variables. Looking first at the main effects of victims’ 
and perpetrators’ behavior, in turn, on victims’ outcomes, there were no significant 
main effects of forgiveness or spouse agreeableness on trajectories of victims’ self-
respect. Thus, there was no evidence that victims have actor control or that perpe­
trators have partner control over changes in victims’ self-respect over time.

Turning to the interaction effect of victims’ behavior and perpetrators’ behavior 
on victims’ outcomes, the trajectory of self-respect for participants who reported a 
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strong tendency to forgive their spouse depended on their spouse’s agreeableness. 
Highly forgiving participants whose spouse reported high levels of agreeableness 
experienced increases in self-respect over time. In contrast, highly forgiving par­
ticipants whose spouse reported low levels of agreeableness experienced decreases 
in self-respect over time. Thus, victims and perpetrators shared joint control over 
changes in victims’ self-respect over time.

Although these findings are consistent with the idea that victims and perpetra­
tors share joint control over victims’ self-respect, this study did not provide the 
experimental evidence necessary to conclude that forgiveness and perpetrator 
behavior caused the observed changes in self-respect over time. In addition, it did 
not examine whether victims’ self-concept clarity follows the same pattern as their 
self-respect. Finally, it used an indirect measure of amends. We designed the next 
study to address these limitations.

Experimentally Manipulated Perceptions 
of Forgiveness and Amends Jointly Affect 

Self-Respect and Self-Concept Clarity
The second study was an experiment in which 49 undergraduates received false 
feedback (using a procedure we adapted from Karremans, Van Lange, Ouwerkerk, 
& Kluwer, 2003) regarding the extent to which they have forgiven and the extent 
to which their perpetrator has made amends for a specific, real-life betrayal. 
Participants were asked to recall a recent incident in which a close other hurt, 
angered, or upset them. After providing a description of the incident, participants 
typed in the first name of the perpetrator and answered questions about the extent 
to which the perpetrator had made amends.

Then, participants read about the bogus “forgiveness test,” which they were 
told would assess the extent to which they had forgiven their perpetrator. The for­
giveness test capitalized on the experiential validity of the Implicit Association Test 
(IAT; Greenwald, McGhee, & Schwartz, 1998), which was originally developed to 
assess people’s implicit associations between categories by comparing their reaction 
times when categorizing words or images from target categories in different blocks 
of trials. The categories used in the forgiveness test were (1) the perpetrator’s first 
name and other first names and (2) words with positive valence (e.g., love, accep-
tance) and words with negative valence (e.g., hate, rejection). In one block of trials, 
participants were instructed to press the same key when presented with positive 
words and the perpetrator’s name. In another block, they were instructed to press 
the same key when presented with negative words and the perpetrator’s name.

After completing this bogus forgiveness test, participants read that, when a 
person has forgiven a perpetrator, associations between positive words and the 
name of the perpetrator are stronger than associations between negative words 
and the name of the perpetrator. But when a person has not completely forgiven 
the perpetrator, associations between negative words and the name of the per­
petrator are stronger. Then, they read that these associations can be measured 
through reaction times. Next, rather than scoring participants’ actual performance 
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on the forgiveness test, we instead gave them false feedback regarding their 
reaction times. Participants in the low forgiveness condition were told that they 
responded faster in the block of trials in which they responded with the same key 
to negative words and the name of the perpetrator than in the block of trials in 
which they responded with the same key to positive words and the name of the 
perpetrator, which indicates that they have not completely forgiven the perpetra­
tor. Participants in the high forgiveness condition were told that they responded 
faster in the block of trials in which they responded with the same key to positive 
words and the name of the perpetrator than in the block of trials in which they 
responded with the same key to negative words and the name of the perpetrator, 
which indicates that they have largely forgiven the perpetrator.

Next, participants received false feedback regarding their responses to the 
questions they had answered earlier in the study about the extent to which their 
perpetrator had made amends. Participants in the weak amends condition were 
told that, compared with others who had previously participated in the study, their 
responses indicated that the extent to which their perpetrator had made amends 
was in the 17th percentile, which means that their perpetrator has made only weak 
amends. Participants in the strong amends condition were told that their responses 
indicated that the extent to which their perpetrator had made amends was in the 
83rd percentile, which means that their perpetrator has made strong amends.

Following these manipulations, participants completed measures of self-respect 
and self-concept clarity (“I have a lot of respect for myself” and “I have a clear sense 
of who I am and what I am,” respectively). Next, participants completed manipu­
lation checks assessing the extent to which (1) they had forgiven the perpetrator 
and (2) the perpetrator had made amends. Finally, they were probed for suspicion 
and debriefed. The manipulation checks indicated that the manipulations were 
successful: participants in the high forgiveness condition reported having offered 
greater forgiveness than those in the low forgiveness condition, and participants in 
the strong amends condition reported having received greater amends than those 
in the weak amends condition.

We conducted two analyses of variance (ANOVAs) with forgiveness and 
amends feedback conditions as the between-subjects factors and with self-respect 
and self-concept clarity, in turn, as the dependent variable. Looking first at the 
main effects of victims’ and perpetrators’ behavior, in turn, on victims’ outcomes, 
there were no significant main effects of forgiveness or amends on self-respect or 
self-concept clarity. Thus, there was no evidence that victims have actor control 
or that perpetrators have partner control over victims’ postconflict self-respect or 
self-concept clarity.

Turning to the interaction effect of victims’ behavior and perpetrators’ behav­
ior on victims’ outcomes, although the descriptive patterns of self-respect were 
in the predicted directions, the forgiveness × amends interaction effect on self-
respect did not reach conventional levels of significance. However, the effect of 
forgiveness on self-concept clarity did depend on whether the perpetrator made 
amends. Descriptively speaking, participants who were led to believe they had 
forgiven a perpetrator who made strong amends reported higher self-concept 
clarity than those who were led to believe they had not forgiven a perpetrator 
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who made strong amends. In contrast, participants who were led to believe they 
had forgiven a perpetrator who made weak amends reported lower self-concept 
clarity than those who were led to believe they had not forgiven a perpetra­
tor who made weak amends. Thus, to the extent that the effect of participants’ 
experimentally manipulated perceptions of forgiveness and amends on their self-
respect and self-concept clarity parallels the effect of actual levels of forgiveness 
and amends, victims and perpetrators shared joint control over victims’ postcon­
flict self-concept clarity.

This study extended the first study by examining the effects of experimentally 
manipulating participants’ perceptions of their own forgiveness of and perpetrator 
amends made for actual betrayals on both self-respect and self-concept clarity. We 
designed the following study to provide an additional test of the causal effects of 
forgiveness and amends on self-respect and self-concept clarity.

Well-Controlled Levels of Forgiveness 
and Amends Jointly Affect Anticipated 
Self-Respect and Self-Concept Clarity

The third study was an experiment in which 247 undergraduates imagined them­
selves as the victim of a partner betrayal. Specifically, participants were asked to 
imagine themselves in a scenario (which we adapted from Boon & Sulsky, 1997) in 
which their romantic partner betrayed their trust by telling a mutual friend very 
private details about the participant’s past. Participants in the strong amends con­
dition read that their partner admitted his or her mistake, apologized, and tried 
very hard to make up for it, whereas those in the weak amends condition read 
that their partner did not admit his or her mistake, did not apologize, and did not 
try at all to make up for it. Next, participants in the high forgiveness condition 
read that they decided to forgive their partner, whereas those in the low forgive­
ness condition read that they decided not to forgive their partner. After imagining 
themselves in the scenario, participants completed measures assessing the levels 
of self-respect and self-concept clarity they anticipated they would have if they had 
just gone through the described situation (“I would have a lot of respect for myself” 
and “I would have a clear sense of who I am and what I am,” respectively).

We conducted two ANOVAs with forgiveness and amends conditions as the 
between-subjects factors and with self-respect and self-concept clarity, in turn, 
as the dependent variable. Looking first at the main effects of victims’ and perpe­
trators’ behavior, in turn, on victims’ outcomes, there were marginally significant 
main effects of forgiveness, such that greater forgiveness caused lower anticipated 
self-respect and self-concept clarity. There were also significant main effects of 
amends, such that greater amends caused higher anticipated self-respect and self-
concept clarity. Thus, there was some evidence that victims have actor control over 
their anticipated postconflict self-respect and self-concept clarity but that forgiving 
may have a negative effect on victims’ outcomes. And there was evidence that per­
petrators have partner control over victims’ anticipated postconflict self-respect 
and self-concept clarity.
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Turning to the interaction effect of victims’ behavior and perpetrators’ 
behavior on victims’ outcomes, the effect of forgiveness on both self-respect 
and self-concept clarity depended on whether the perpetrator made amends. 
Descriptively speaking, participants who imagined offering forgiveness when 
their partner made amends reported they would experience higher self-respect 
and self-concept clarity than those who imagined withholding forgiveness when 
their partner made amends. In contrast, participants who imagined offer­
ing forgiveness when their partner did not make amends reported they would 
experience lower self-respect and self-concept clarity than those who imagined 
withholding forgiveness when their partner did not make amends. Thus, victims 
and perpetrators shared joint control over victims’ anticipated postconflict self-
respect and self-concept clarity.

Although these results established that forgiveness and amends caused the 
observed differences in anticipated levels of self-respect and self-concept clarity, 
hypothetical scenarios may seem artificial, and participants’ anticipated self-respect 
and self-concept clarity scores may reflect their theories of how they should view 
themselves in the described situation rather than how they actually would view 
themselves. Therefore, it remains important to examine associations among forgive­
ness, amends, self-respect, and self-concept clarity as they naturally occur follow­
ing actual betrayals. We designed the final study to examine these associations.

Actual Levels of Forgiveness and 
Amends Jointly Predict Self-Respect 

and Self-Concept Clarity
The fourth study was a longitudinal investigation in which 69 undergraduates 
involved in dating relationships completed 14 biweekly online questionnaires over 
6 months. On each questionnaire, participants reported their self-respect and self-
concept clarity (“I respect myself” and “In general, I have a clear sense of who I am 
and what I am,” respectively). Later in the questionnaire, participants answered 
yes or no to the following question: “Has your partner done anything over the past 
2 weeks that was upsetting to you?” Participants who answered no moved on to an 
unrelated set of questions. Those who answered yes completed measures assessing 
forgiveness (“I have forgiven my partner for this behavior”), amends (“My partner 
tried to make amends to me for this upsetting behavior”), and betrayal severity 
(“This behavior was highly distressing to me”).

We conducted two sets of multilevel regression analyses predicting self-respect 
and self-concept clarity, in turn, from forgiveness, amends, and betrayal severity. 
Looking first at the main effects of victims’ and perpetrators’ behavior, in turn, on 
victims’ outcomes after severe betrayals, there were no significant main effects of 
forgiveness. But there were marginally significant main effects of amends, such that 
greater amends predicted higher self-respect and self-concept clarity. Thus, there 
was no evidence that victims have actor control over their postconflict self-respect 
or self-concept clarity. However, there was some evidence that perpetrators have 
partner control over victims’ postconflict self-respect and self-concept clarity.
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Turning to the interaction effect of victims’ behavior and perpetrators’ behav­
ior on victims’ outcomes after severe betrayals, the association of forgiveness with 
both self-respect and self-concept clarity depended on the extent to which the per­
petrator made amends. Increasing levels of forgiveness predicted more self-respect 
and self-concept clarity when the partner made strong amends for highly distress­
ing betrayals. In contrast, descriptively speaking, increasing levels of forgiveness 
predicted less self-respect and self-concept clarity when the partner made weak 
amends for severe betrayals. Thus, victims and perpetrators shared joint control 
over victims’ postconflict self-respect and self-concept clarity.

This study complemented the previous studies by examining prospective 
reports of forgiveness, amends, self-respect, and self-concept clarity following 
actual betrayals in ongoing relationships, and these results showed that the associa­
tions of forgiveness with self-respect and self-concept clarity depend on the extent 
to which the perpetrator has made amends. Across the four studies, our hypothesis 
that victim’s behavior and perpetrators’ behavior wield joint control over victims’ 
self-respect and self-concept clarity was supported strongly and consistently. The 
first study demonstrated that the association of marital forgiveness with trajectories 
of self-respect depends on spouse agreeableness, which is associated with making 
amends. The three subsequent studies demonstrated that the effect of forgiveness 
on self-respect and self-concept clarity depends on perpetrator amends. In addi­
tion, our two subhypotheses were supported: forgiving bolsters one’s self-respect 
and self-concept clarity if the perpetrator tends to act in a generally agreeable 
manner or makes amends, but diminishes one’s self-respect and self-concept clar­
ity if the perpetrator tends to act in a generally disagreeable manner or does not 
make amends. All 14 simple effects were in the predicted directions, but not all of 
them achieved statistical significance. We conducted a meta-analysis to formally 
test whether the simple effects garnered reliable support across studies in this 
research program. (The first study was not included in the meta-analysis because 
change in self-respect over time, rather than absolute levels of self-respect, was the 
primary unit of analysis.)

Meta-Analysis
We calculated meta-analytic (1) main effects of forgiveness on self-respect and 
self-concept clarity, (2) main effects of amends on self-respect and self-concept 
clarity, (3) interaction effects of forgiveness and amends on self-respect and self-
concept clarity, (4) simple effects of forgiveness on self-respect and self-concept 
clarity when the perpetrator made strong amends, and (5) simple effects of for­
giveness on self-respect and self-concept clarity when the perpetrator made weak 
amends. Because the meta-analytic effects combine the results of studies using 
experimentally manipulated perceptions of, hypothetical levels of, and actual levels 
of forgiveness and amends, and because these effects may differ from one another, 
they should be interpreted with caution. But because the pattern of results was 
similar for all three studies, the meta-analytic results likely reflect the effects of 
actual levels of forgiveness and amends on self-respect and self-concept clarity. 
Looking first at the main effects of victims’ and perpetrators’ behavior, in turn, on 
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victims’ outcomes, the meta-analysis revealed that, across studies, there were no 
significant main effects of forgiveness on self-respect or self-concept clarity. Thus, 
across studies, there was no evidence that victims have actor control over their 
postconflict self-respect or self-concept clarity. This null result contrasts with the 
literature linking forgiveness to a variety of positive outcomes and fails to support 
the notion that forgiveness is a panacea. But there were significant main effects of 
amends, such that greater amends caused higher self-respect and self-concept clar­
ity. Thus, across studies, there was evidence that perpetrators have partner control 
over victims’ postconflict self-respect and self-concept clarity.

Turning to the interaction effect of victims’ behavior and perpetrators’ behavior 
on victims’ outcomes, the meta-analysis revealed that there were significant forgive­
ness × amends interaction effects for both self-respect and self-concept clarity. The 
meta-analysis also provided strong support for both simple effects. Across Studies 
2–4, forgiveness significantly bolstered self-respect and self-concept clarity when 
the perpetrator made strong amends, but forgiveness significantly diminished self-
respect and self-concept clarity when the perpetrator made only weak amends. 
Thus, victims and perpetrators shared joint control over victims’ postconflict out­
comes, such that if the perpetrator has made amends then forgiving increases one’s 
self-respect and self-concept clarity, but if the perpetrator has not made amends 
then forgiving decreases one’s self-respect and self-concept clarity.

The predicted means from the meta-analysis for victims’ self-respect and self-
concept clarity are presented in Figures 14.2 and 14.3, respectively. Calculating 
the amount of actor control, partner control, and joint control using the formulas 
presented in the Introduction confirms that victims do not have complete control 
over their own outcomes. Rather, victims have a small and nonsignificant amount 
of actor control (−.21 and −.20 for self-respect and self-concept clarity, respec­
tively); collapsing across levels of perpetrator amends, victims who forgive report 

Actor Control =         ((4.63 + 3.53) – (4.23 + 4.34)) / 2 = –.21
Partner Control =      ((4.63 + 4.23) – (3.53 + 4.34)) / 2 =  .49
Joint Control =           ((4.63 + 4.34) – (4.23 + 3.53)) / 2 =  .60

Forgive

Make
Amends

Do Not
Make

Amends

Do Not Forgive
Victim

Perpetrator

4.63
(0.25)

4.23
(0.03)

3.53
(–0.37)

4.34
(0.09)

Figure 14.2â•… Actor control, partner control, and joint control over victims’ meta-analyzed 
postconflict self-respect. Table values in bold are raw scores on a 1–7 scale. Table values in 
parenthesis are standardized scores.
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an average of two-tenths of a scale point less self-respect and self-concept clarity 
than those who do not forgive. In contrast, perpetrators have a significant amount 
of partner control (.49 and .46 for self-respect and self-concept clarity, respec­
tively); collapsing across levels of victim forgiveness, victims who receive strong 
amends report an average of four- to five-tenths of a scale point more self-respect 
and self-concept clarity than those who receive only weak amends. Importantly, 
victims and perpetrators also share a significant amount of joint control (.60 and 
.65 for self-respect and self-concept clarity, respectively); victims who either for­
give a perpetrator who made strong amends or do not forgive a perpetrator who 
made only weak amends report an average of six- to seven-tenths of a scale point 
more self-respect and self-concept clarity than those who either forgive a perpetra­
tor who made only weak amends or do not forgive a perpetrator who made strong 
amends.

Additional Evidence of Joint Control 
Over Victims’ Postconflict Outcomes

Two experiments and two longitudinal studies provided consistent evidence that 
victims and perpetrators share joint control over victims’ postconflict self-respect 
and self-concept clarity. Is there evidence that victims and perpetrators share joint 
control not only over victims’ psychological health outcomes, such as self-respect 
and self-concept clarity, but also over victims’ relational well-being and physical 
health outcomes? The answer appears to be yes. In a longitudinal study of married 
couples, McNulty (2008) found that, although individuals whose spouses rarely 
behaved negatively experienced more stable marital satisfaction over the first 2 
years of marriage to the extent they were more forgiving, individuals whose spouses 
frequently behaved negatively experienced steeper declines in marital satisfaction 

Actor Control =         ((4.86 + 3.74) – (4.40 + 4.59)) / 2 = –.20
Partner Control =      ((4.86 + 4.40) – (3.74 + 4.59)) / 2 =  .46
Joint Control =           ((4.86 + 4.59) – (4.40 + 3.74)) / 2 =   .65

Forgive

Make
Amends

Do Not
Make

Amends

Do Not Forgive
Victim

Perpetrator

4.86
(0.29)

4.40
(0.00)

3.74
(–0.42)

4.59
(0.12)

Figure 14.3â•… Actor control, partner control, and joint control over victims’ meta-analyzed 
postconflict self-concept clarity. Table values in bold are raw scores on a 1–7 scale. Table 
values in parenthesis are standardized scores.



Laura B. Luchies  and Eli J. Finkel228

to the extent they were more forgiving. That is, whether greater marital forgiveness 
predicted greater stability or steeper declines in marital satisfaction depended on 
how frequently one’s spouse behaved badly, indicating that perpetrators and vic­
tims share joint control over victims’ relational well-being.

Another study indicated that perpetrators and victims also may share joint con­
trol over victims’ physical health outcomes. In a study of women at a domestic 
violence shelter, Gordon, Burton, and Porter (2004) found that those who reported 
the greatest forgiveness of their abusive partner were the most likely to report 
they intended to return to their partner. Returning to an abusive partner may well 
heighten the risk of being abused again, but whether or not returning to a previously 
abusive partner leads to further abuse depends on the perpetrator’s behavior.

The findings of the previously reviewed studies, together with the findings of 
McNulty (2008) and Gordon et al. (2004), suggest that victims and perpetrators 
share joint control over an array of victims’ outcomes, including their self-respect, 
self-concept clarity, marital satisfaction, and risk of being physically abused. Yet 
another body of research suggests that victims have actor control over other out­
comes, including their life satisfaction (Bono et al., 2008), commitment to their 
perpetrators (Tsang et al., 2006) and physiological stress (McCullough et al., 2007). 
It may be that some outcomes are subject primarily to joint control whereas other 
outcomes are subject primarily to actor control. For instance, a victim who forgives 
a perpetrator who has not made amends might experience decreased self-respect 
and self-concept clarity at the same time as increased commitment to the perpe­
trator. By examining multiple outcomes of forgiveness in the same study, future 
work could explore whether the costs of forgiving in the absence of amends out­
weigh the benefits of doing so.

Concluding Remarks
Given that victims and perpetrators share joint control over victims’ postconflict 
outcomes, our data suggest that conflict resolution strategies designed to promote 
victims’ forgiveness should aim to heighten victims’ sensitivity to whether forgive­
ness is likely to be beneficial in their particular situation. Furthermore, forgiveness 
interventions should be supplemented with strategies designed to promote perpe­
trators’ amend making (e.g., the Victim Offender Reconciliation Program; see, e.g., 
Green, 1984; Ristovski & Wertheim, 2005). Such “amends interventions” could 
adapt many of the methods used in forgiveness interventions, including helping 
perpetrators develop empathy for their victims, having perpetrators recall times 
they were hurt by others, and encouraging perpetrators to make a commitment to 
make amends for their misdeeds.

Moreover, because receiving amends facilitates forgiveness (e.g., McCullough, 
Worthington, & Rachal, 1997), interventions that successfully increase the extent 
to which perpetrators make amends may also increase the extent to which victims 
forgive. Past research has shown that, when perpetrators not only apologize but also 
offer to compensate their victims for their offenses, victims are especially likely to 
forgive (Bottom, Gibson, Daniels, & Murnighan, 2002; Darby & Schlenker, 1982). 
Moreover, in an analysis of videotaped conflict discussions, perpetrator amends 
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expressed during one 2-minute segment were positively associated with victim 
forgiveness expressed during the following segment, controlling for forgiveness 
expressed in the initial segment (Hannon et al., 2010).

Conflict resolution strategies that successfully promote both perpetrator 
amends and victim forgiveness are optimal because they are likely to yield the 
most favorable outcomes. In all four studies examining victims’ postconflict self-
respect and self-concept clarity, victims’ self-views were the most positive when 
they forgave perpetrators who had made amends. By recognizing that, just as two 
people are involved when a relationship ruptures, so, too, are two people involved 
in mending those ruptures, individuals who seek to heal their own or others’ bro­
ken relationships might do so more successfully.
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A lien biologists collecting data about different life forms on Planet Earth 
would no doubt come up with contradictory claims about human nature. 
They would witness the human capacity to help complete strangers in 

sometimes large groups, yet they would also observe many incidents of extreme 
violence, especially between groups of males. To make sense of the data, the alien 
researchers would probably conclude that humans are a fiercely tribal social spe­
cies. Some time ago, Charles Darwin speculated about the origins of human tribal 
nature: “A tribe including many members who, from possessing in a high degree 
the spirit of patriotism, fidelity, obedience, courage, and sympathy, were always 
ready to aid one another, and to sacrifice themselves for the common good, would 
be victorious over most other tribes; and this would be natural selection” (1871, 
p. 132). Unfortunately Darwin’s brilliant insight was ignored for more than a cen­
tury by fellow scientists, yet it is now gaining impact. Here I offer an evolutionary 
perspective on the social psychology of intergroup conflict, offering new insights 
and evidence about the origins and manifestation of coalitional and intergroup 
aggression.1

Social scientists are increasingly adopting an evolutionary approach to develop 
novel hypotheses and to integrate data on various aspects of human social behavior 
(Buss, 2005; Van Vugt & Schaller, 2008). The evolutionary approach is based on 
the premise that the human brain is a product of evolution through natural selec­
tion in the same way our bodies are the products of natural selection. Evolutionary-
minded psychologists further propose that the human brain is essentially social, 
comprising many functionalized mechanisms—or adaptations—to cope with the 

1	 I will use the terms coalitional and intergroup aggression interchangeably throughout this chapter. 
Although there is a difference in scale, both types of aggression involve individuals who as members 
of groups commit acts of aggression against members of other groups (Brewer & Brown, 1998).
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various challenges of group living (Van Vugt & Schaller, 2008). One such special­
ized mechanism is coalition formation. Forming alliances with other individuals 
confers considerable advantages in procuring and protecting reproductively rel­
evant resources (e.g., food, territories, mates, offspring) especially in large and 
diverse social groups. Coalitional pressures may have led in human evolution to the 
emergence of some rather unique human traits such as language, theory of mind, 
culture, and warfare. It has been argued that ultimately the need to form ever 
larger coalitions spurred the increase in human social network size and led to a 
concomitant brain size to hold these networks together and to deal effectively with 
an intensified competition for resources—this has been dubbed the Machiavellian 
Intelligence hypothesis, the Social Brain hypothesis, or the Social Glue hypothesis 
(Byrne & Whiten, 1988; Dunbar; Van Vugt & Hart, 2004). According to these 
hypotheses, our social brain is therefore essentially a tribal brain.

In searching for the origins of the human tribal brain it is useful to make a dis­
tinction between proximate and ultimate causes. An act of intergroup aggression 
such as war, terrorism, gang-related violence or hooliganism could be explained at 
two different levels at least. First, why did this particular group decide to attack the 
other? This proximate question interests most sociologists, political scientists, his­
torians, and social psychologists studying social conflict. Second, one could ask why 
humans have evolved the capacity to engage in intergroup aggression—this ulti­
mate question interests mostly evolutionary-minded psychologists and anthropolo­
gists. Addressing questions at different levels produces a more complete picture, but 
these levels should not be confused (Buss, 2005; Van Vugt & Van Lange, 2006).

In terms of ultimate causes of intergroup aggression, three classes of explanations 
are generally invoked (Kurzban & Neuberg, 2005; Van Vugt, 2009; see also Chapters 
10 and 18 in this volume). The first treats it as a by-product of an adaptive in-group 
psychology. Being a highly social and cooperative species, humans likely possess ten­
dencies to favor helping members of in-groups (Brewer, 1979; Brewer & Caporael, 
2006; Tajfel & Turner, 1986). As a result of this in-group favoritism, people show 
either indifference or (perhaps worse) a dislike for members of out-groups. An alter­
native by-product hypothesis views intergroup aggression as an extension of interper­
sonal aggression. The argument is that humans have evolved specialized mechanisms 
to engage in aggression against conspecifics and that these mechanisms have been 
co-opted to cope with a relatively novel evolutionary threat, namely, aggression 
between groups (Buss, 2005). The third class focuses explicitly on an adaptive inter­
group psychology. The argument is that humans likely evolved specific psychological 
mechanisms to interact with members of out-groups because such situations posed 
a significant reproductive challenge for ancestral humans. This latter hypothesis 
accounts for the highly textured social psychology of intergroup relations and is there­
fore more persuasive. For instance, people do not have some hazy negative feeling 
toward an out-group; in some instances out-groups motivate a desire to approach or 
avoid and in other instances to fight, dominate, exploit, or exterminate.

Recent work on prejudice and intergroup relations recognizes this textured 
nature of intergroup psychology and has generated many new insights and empiri­
cal findings consistent with this view (Cottrell & Neuberg, 2005; Kurzban & Leary, 
2001; Schaller, Park, & Faulkner, 2003; Sidanius & Pratto, 1999; Van Vugt, De 
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Cremer, & Janssen, 2007; Van Vugt, 2009). Given the complexity of intergroup 
relations, there are probably many different adaptive responses pertaining to the 
nature and type of intergroup challenge. From an evolutionary perspective, it 
becomes clear that not all intergroup situations are equal because not all out-groups 
are equal. For instance, not all out-groups consist of coalitions of individuals who 
engage in coordinated action—think of the homeless, the elderly, or people with 
blue eyes. Humans are likely to have evolved coalition-detection mechanisms 
that are responsive to various indicators of tribal alliances (Kurzban, Tooby, and 
Cosmides, 2001). As Kurzban and Leary note, “Membership in a potentially coop­
erative group should activate a psychology of conflict and exploitation of out-group 
members—a feature that distinguishes adaptations for coalitional psychology from 
other cognitive systems” (p. 195). In modern environments, heuristic cues such as 
skin color, speech patterns, and linguistic labels—regardless of whether they actu­
ally signal tribal alliances—may engage these mechanisms (Kurzban et al.; Schaller 
et al.). Perhaps equally important, many other salient cues such as gender, age, or 
eye color may be far less likely to engage this tribal psychology. We should note that 
although this tribal psychology likely evolved in the evolutionary context of compe­
tition for resources (e.g., territories, food, and mates), this does not imply that it is 
contemporarily activated only within contexts involving actual intergroup conflict 
as proposed, for instance, by realistic conflict theory (Campbell, 1999).

The specific psychological reactions of individuals in intergroup contexts 
should further depend on whether one’s group is the aggressor. For the aggressors, 
desires to dominate and exploit—and the associated psychological tendencies—
would be functional. For the defending party, desires to yield, to avoid, or to make 
peace, along with the associated psychological tendencies, would be functional. Of 
course, in many situations, a group’s position as being the dominant or subordinate 
party is transient or ambiguous so it is likely that the two psychological tendencies 
are activated in similar situations by similar cues and moderated by similar vari­
ables (social dominance theory; Sidanius & Pratto, 1999).

The Male Warrior Hypothesis
An important implication of this evolutionary tribal brain hypothesis is that inter­
group conflict may have affected the psychologies of men and women differently. 
Intergroup conflict has historically involved rival coalitions of males fighting over 
scarce reproductive resources, and this is true for early humans as well as chimpan­
zees, our closest genetic relative (Chagnon, 1988; De Waal, 2006; Goodall, 1986). 
Men are by far the most likely perpetrators and victims of intergroup aggression, 
now and in the past. As a consequence, this aspect of coalitional psychology is likely 
to be more pronounced among men, which we dubbed the male warrior hypothesis 
(MWH, see Table 15.1; Van Vugt et al., 2007; Van Vugt, 2009). This hypothesis pos­
its that due to a long history of male-to-male coalitional conflict men have evolved 
specialized cognitive mechanisms that enable them to form alliances with other 
men to plan, to initiate, to execute, and to emerge victorious in intergroup conflicts 
with the aim of acquiring or protecting reproductively relevant resources.
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Evolutionary Models

The MWH fits into a tradition of evolutionary hypotheses about gender differences 
in social behavior. There is already considerable evidence for gender differences 
in morphology, psychology, and behavior that are functionally related to different 
selection pressures operating on men and women throughout human, primate, and 
mammal evolution (Campbell, 1999; Eagly & Wood, 1999; Geary, 1998; Taylor et 
al., 2000). Due to a combination of differences in parental investment and parental 
certainty men and women pursue somewhat different mating strategies (Buss & 
Schmitt, 1993; Trivers, 1972). In humans—as in most other mammals—mothers 
invest more heavily in their offspring; consequently, it will be physiologically and 
genetically costlier for women to be openly aggressive (Archer, 2000; Campbell, 
1999; Taylor et al., 2000). Yet, as the less investing sex and under the right condi­
tions, it can be attractive for men to form aggressive coalitions with the aim of 
acquiring and protecting valuable reproductive resources.

Tooby and Cosmides’s (1988) risk contract hypothesis specifies four condi­
tions for the evolution of coalitional aggression, which underscores the evolution­
ary logic of the hypothesized gender differences in warrior psychology. First, the 

Table 15.1â•… The Male Warrior Hypothesis: Domains of Evidence, 
Hypothesized Mechanisms, Predictions, and Support for Gender Differences

Domain of 
Evidence

Hypothesized
Mechanism

Prediction About Gender 
Difference Supported

1. Intergroup 
aggression

Propensity to engage in 
intergroup aggression

Men are more likely to make 
unprovoked out-group attacks

Yes

Men report having more 
(competitive) intergroup 
experiences

Yes

2. Intergroup 
prejudice

Infrahumanization or 
dehumanization of 
members of antagonistic 
out-groups

Men are more likely to 
infrahumanize members of 
out-groups

Yes

3. Intragroup 
dynamics

In-group cooperation in 
response to outgroup threat

Men contribute more to group 
during intergroup competition

Yes

In-group loyalty during 
intergroup conflict

Men show more in-group loyalty 
during intergroup conflict

Male leadership bias in 
intergroup conflict

Groups show stronger preference 
for male leaders during 
intergroup competition

4. Tribal politics Political support for 
intergroup aggression

Men show stronger political 
support for warfare in opinion 
polls

Yes

Preferences for social 
dominance hierarchies

Men score higher on social 
dominance orientation scale

Yes

5. Tribal social 
identity

Affiliation to tribal groups Men are more likely to make 
spontaneous tribal associations 
when defining themselves

Yes
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average long-term gains in reproductive success (i.e., mating opportunities) must 
be sufficiently large to outweigh the average costs (i.e., injury or death). Second, 
members of warfare coalitions must believe that their group is likely to emerge 
victorious in battle. Third, the risk that each member takes and the importance of 
each member’s contribution to victory must translate into a corresponding share 
of benefits (cf. the free-rider problem). Fourth, when individuals go into battle 
they must be cloaked in a “veil of ignorance” about who will live or die. Thus, if an 
intergroup victory produces, on average, a 20% increase in reproductive success, 
then as long as the risk of death for any individual coalition member is less than 
20% (e.g., 1 in 10 die) such warrior traits could be selected for. This model assumes 
that the spoils of an intergroup victory are paid out in extra mating opportunities 
for the individual males involved, and thus it is essentially an individual selection 
model based on sexual selection.

Alternatively, a specific male warrior psychology could have evolved via group-
level selection. Multilevel selection theory holds that if there is substantial vari­
ance in the reproductive success among groups then group selection becomes a 
genuine possibility (Wilson, Van Vugt, & O’Gorman, 2008). As Darwin (1871) 
noted, groups of selfless individuals do better than groups of selfish individuals. 
Although participating in intergroup conflict is personally costly—because of the 
risk of death or injury—genes underlying propensity to serve the group can be 
propagated if group-serving acts contribute to group survival. In a recent empirical 
test of this model, Choi and Bowles (2007) showed via computer simulations that 
altruistic traits can spread in populations as long as there is competition between 
groups and altruistic acts benefit in-group members and harm out-group members 
(parochial altruism).

One condition conducive to group-level selection occurs when the genetic 
interests of group members are aligned, such as in kin groups. In kin-bonded 
groups, individuals benefit not just from their own reproductive success but 
also from the success of their family members (inclusive fitness; Hamilton, 
1964). Ancestral human groups are likely to have been based around male kin 
members, with females moving between groups to avoid inbreeding (so-called 
patrilocal groups). This offers a complementary reason for the evolution of 
male coalitional aggression: because the men are more heavily invested in their 
group, they have more to lose when the group ceases to exist. In addition, the 
collective action problem underlying coalitional aggression is less pronounced 
when group members’ genetic interests are aligned. Incidentally (but perhaps 
not coincidentally), the same patrilocal structure is found in chimpanzees: male 
chimpanzees also engage in coalitional aggression (Goodall, 1986; Wrangham 
& Peterson, 1996).

These evolutionary models do not preclude the possibility of cultural processes 
at work that could exacerbate or undermine male warrior instincts (Richerson & 
Boyd, 2005). In fact, many of the evolved propensities for coalitional aggression 
are likely to be translated into actual psychological and behavioral tendencies by 
socialization practices and cultural norms. Thus, it is entirely possible that in cer­
tain environments it could be advantageous for societies to suppress male warrior 
tendencies (so-called peaceful societies) or to turn females into dedicated warriors. 
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A modern-day example of the latter is the state of Israel, which is involved in a 
continuous war with its Arab neighbors. To increase its military strength, Israel 
has a conscription army of both men and women and currently has the most liberal 
rules regarding the participation of females in actual warfare (Goldstein, 2003). 
We would expect the socialization practices among Israeli girls to match those of 
boys, potentially attenuating any innate psychological differences.

Evidence for the MWH From Across the Behavioral Sciences

Evidence for various aspects of this male warrior phenomenon can be found 
throughout the behavioral science literature, for instance, in anthropology, his­
tory, sociology, political science, biology, psychology, and primatology. As stated, 
across all cultures, almost any act of intergroup aggression is perpetrated by coali­
tions of males, for instance, in situations of warfare, genocide, rebellion, terrorism, 
street gangs, and hooligan violence (Goldstein, 2003; Livingstone Smith, 2007). 
Evidence of male-to-male coalitional aggression goes back as far as 200,000 years 
(e.g., mass graves containing mostly male skeletons with evidence of force; Keeley, 
1996). Men are also the most likely victims of intergroup aggression. On average, 
male death rates due to warfare among hunter-gatherers are 13% (according to 
archaeological data) and 15% (according to ethnographic data; Bowles, 2006), sug­
gesting a relatively strong selection pressure on male warrior traits. The figure is 
sometimes even higher. Among the Yanomamö in the Amazon Basin, an estimated 
20–30% of adult males die through tribal violence (Chagnon, 1988), compared 
with less than 1% of the U.S. and European populations in the twentieth century. 
Finally, the primate literature reveals that, among chimpanzees, adult males form 
coalitions to engage in violence against members of neighboring troops. This sug­
gests that there is phylogenetic consistency between humans and one of our most 
closely related species (Wilson & Wrangham, 2003).

Male warriors in traditional societies have higher status, more sexual part­
ners, and more children (Chagnon, 1988), suggesting a direct reproductive ben­
efit; Richard Dawkins (1976) labeled this the “Duke of Marlborough” effect. The 
sexual attractiveness of the male warrior might still be operative in modern soci­
ety. A U.S. study revealed that male youth street gang members have more sexual 
partners than ordinary young males (Palmer & Tilley, 1995). We recently found 
that military men have greater sex appeal, especially if they have shown bravery 
in combat (Leunissen & Van Vugt, 2010). Thus, there may be reputational benefits 
associated with “warrior” behaviors in men (cf. competitive altruism; Hardy & Van 
Vugt, 2006).

In light of the support for the MWH, it is noteworthy that many published inter­
group studies in social psychology do not report the results for men and women sep­
arately and that some use only male samples. One of the classic social psychological 
studies, the Stanford prison experiment (Zimbardo, 1971), which highlighted some 
disturbing aspects of human coalitional aggression, used an all-male sample. Team 
game experiments also often use all male groups (e.g., Bornstein, 2003). In a per­
sonal communication, one of the authors of this study (Bornstein, 2006) suggested 
that pilot research showed that female groups were less competitive.
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Psychological Mechanisms Underlying 
Male Warrior Phenomenon

The MWH offers an integrative, conceptual framework in which findings from 
diverse literatures can be woven into a coherent story. However, this approach 
runs the risk of being a “just so” story about the role of coalitional aggression 
in human evolution. It would be much better if we could make specific predic­
tions about gender differences in the psychological mechanisms underlying this 
warrior psychology and could test these predictions in carefully controlled stud­
ies. If men have a more pronounced warrior psychology, we should expect them 
to think and feel differently about intergroup conflict and to be more likely to 
plan, support, and commit acts of intergroup aggression (Van Vugt, 2009). In 
addition, men in groups should make adaptive intergroup choices depending on 
information about the sex, size, and formidability of the out-group. For instance, 
they should respond with anger and aggression toward a numerically weaker 
out-group and with fear and avoidance to a stronger out-group (especially an all-
male group). Finally, these reactions are likely to be produced automatically and 
spontaneously.

To test various aspects of the male warrior hypothesis and to find evidence 
for gender differences in evolved psychological mechanisms, I will present some 
research findings pertaining to various domains such as (1) frequency and likeli­
hood of aggression toward out-groups; (2) protection of in-groups against external 
threats; (3) likelihood of political support for intergroup aggression; and (4) tribal 
social identifications. By and large, these studies provide preliminary support for 
the male warrior hypothesis, yet much work still remains to be done.

Propensity for Intergroup Aggression

A first prediction from the MWH is that men should, on average, have a lower 
threshold to engage in acts of intergroup aggression when given the opportunity. 
We tested this in various ways. First, we examine how men and women make deci­
sions in war games simulated in the laboratory. A study by Johnson et al. (2006) 
found that, on being told that they are the leader of a fictitious country interacting 
with leaders of other countries, men are significantly more likely to attack another 
country without provocation (i.e., “preemptive strike”). Moreover, warfare is most 
intense when men are playing against other men despite not knowing the sex of 
their rivals. The lower threshold for intergroup aggression may be due to expecta­
tions of success. Indeed, men held more positive illusions about winning these sim­
ulated intergroup conflicts, a belief that increased the probability that they would 
attack their opponent (Johnson et al.). Another study analyzing the same dataset 
found that more male-typical 2D:4D digit ratios, which are thought to index pre­
natal testosterone exposure, predicted aggression in the war-game experiments 
over and above sex. These gender differences also emerge when individuals play 
economic games between groups: all-male groups tend to be more competitive 
than all-female groups or mixed-sex groups (Wildschut, Pinter, Vevea, Insko, & 
Schopler, 2003).
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Second, there is ample evidence that men and women differ in their involve­
ment in acts of intergroup aggression outside the laboratory (Pemberton, Insko, 
& Schopler, 1996). When asked to indicate the frequency of various categories of 
social interactions over the past month, men reported more group-to-group inter­
actions (mean [M] = 18.47, standard deviation [SD] = 73.48) than women (M = 
12.77, SD = 59.68). Furthermore, men rated these interactions as more competi­
tive (M for male vs. female = 3.17 vs. 2.31, SD = 2.50 for male vs. 2.22 for female; 
scale is 1 = very cooperative, 5 = very competitive).

Thus, consistent with the MWH, men experience intergroup competition more 
often, have a lower threshold to start an intergroup conflict, and are more optimis­
tic about winning such conflicts.

Intergroup Prejudice and Stereotyping

The MWH further predicts that men are more likely to be prejudiced and to 
openly discriminate against members of out-groups, especially those that can be 
viewed as coalitional threats. One manifestation of out-group prejudice is infrahu­
manization, the tendency to consider members of out-groups subhuman or animal 
like, which is often a precursor of intergroup violence (Haslam, 2006; Leyens et al., 
2001). The evolutionary logic is that by considering out-groups as psychologically 
inferior it will be psychologically easier to treat them badly. In a recent study (Van 
Vugt, 2009), men and women—all Christians—were asked to describe a Christian 
or Muslim target using either human-typical (e.g., civil) or animal-typical (e.g., 
feral) words. Christian men were more likely to describe the Muslim target in 
animal-typical ways, thus showing evidence of infrahumanization. The MWH also 
predicts that infrahumanization strategies are most likely in male-to-male inter­
group contests, but this remains to be tested.

Men also show other intergroup biases such as racism and xenophobia more 
readily and especially in threatening situations Several experiments yield a greater 
sensitivity of out-group stereotypes for in-group men, especially under conditions of 
intergroup conflict (Gerard & Hoyt, 1974; Sidanius, Cling, & Pratto, 1991). Schaller, 
Park, and Mueller (2003) showed that men use danger-relevant stereotypes toward 
out-group members more when influenced by cues of ambient darkness. Finally, 
the notorious out-group homogeneity effect disappears when in-group members 
are shown angry faces of out-group males but not females (Ackerman et al., 2006), 
which is consistent with the idea that out-group males pose a heightened threat.

These findings support the MWH in that men are more likely to be prejudiced 
against members of out-groups, especially when these constitute a coalitional 
threat; in addition, out-group men are more likely to be discriminated against.

Protecting the Group Against External Threats

The MWH also expects the presence of psychological mechanisms that enable men 
to protect their in-group against external threats. To defend the group requires 
people to bond together and to help the in-group (Brewer & Brown, 1998; Van 
Vugt et al., 2007). Based on the MWH, we hypothesize that during intergroup 
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conflict particularly men will step up their efforts to help the in-group. Consistent 
with this prediction, in public-good games we found that men raised their group 
contributions but only when we activated competition between groups (Van Vugt 
et al.). In Experiment 1, Van Vugt et al. found that during intergroup competition 
92% of men (but only 53% of women) contributed to the public good. In addition, 
men showed greater in-group loyalty by sticking with the group even if it was more 
(financially) attractive to leave (Van Vugt et al., 2007). As a proxy for in-group 
cohesion, men were also more likely to increase their identification with the group 
under conditions of intergroup conflict. It remains to be seen whether men are also 
more likely altruistic punishers of free-riding group members during intergroup 
conflict, as the MWH would predict.

Males are also more likely to be chosen as group leaders during intergroup con­
flict. Van Vugt and Spisak (2008) found that when two equally suitable candidates 
of different sexes, Sarah and John, vied for the position of group leader in an inter­
group conflict groups preferred the male leader (78%). The male leader was also 
more effective in eliciting followers’ group contributions during intergroup threat. 
(Interestingly, when the problem shifted toward conflict within the in-group virtu­
ally all groups preferred the female leader.)

Preference for Hierarchies

There is some evidence that male groups have different group dynamics that 
make them more suitable to engage in coalitional aggression. Whereas female 
groups are more egalitarian, groups of males form more hierarchical groups, and 
these hierarchies tend to be more stable over time. The difference in group struc­
ture corresponds with gender differences in leadership style (Eagly & Johnson, 
1990; Van Vugt, 2006). Military specialists assume that hierarchy formation is 
an effective response in dealing with intergroup conflict that requires an urgent, 
coordinated response.

Research on developmental differences in social play reflects the male warrior 
tendencies. Boys play in larger groups than girls and more often play complex com­
petitive team games, which sometimes involve the use of weapons such as toy guns 
and swords (Geary, 1998). Boys also put greater social pressure on team members 
to conform to group norms during play activities (Sherif et al., 1961), and they have 
more transient friendships with a larger number of peers than girls (Geary). Thus, 
consistent with the MWH, men have psychological mechanisms that enable them to 
work in and function better in larger and more hierarchically structured groups and 
the primary function of such group structures is to compete with other groups.

Support for Tribal Politics

The MWH further predicts gender differences in political attitudes toward inter­
group conflict. We hypothesize that men would show relatively stronger politi­
cal support for warfare as a solution to international conflict because they have 
more to gain potentially (at least in ancestral times) from intergroup conflict. We 
tested this prediction using data from a random selection of 10 recent national and 
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international opinion polls that we were able to find on the Internet and found con­
sistent gender differences (sometimes large, other times small, but always in the 
same direction). For instance, a Washington Post poll in 2003 (N = 1,030) asked 
the question, “Do you support the US having gone to war in Iraq?”, to which 82% 
of men agreed versus 72% of women. As another example, a recent poll by Gallup 
News (N = 7,074) found that 46% of men (vs. 37% of women) disagreed with the 
statement, “Do you think the Iraq war was a mistake?”

The MWH also expects men to have a stronger preference for between-group 
dominance hierarchies, the inevitable outcome of intergroup conflict. To test 
this prediction, we asked an international survey of people to complete the short 
10-item social dominance orientation scale (Pratto, Sidanius, Stallworth, & Malle, 
1994). This seven-point scale contains items such as, “Some groups of people are 
simply inferior to others”; “We should do what we can to equalize conditions for 
different groups”; and “To get ahead in life, it is sometimes necessary to step on 
other groups.” Consistent with other data (Pratto et al.) we found that men were 
significantly more socially dominant (M = 2.56, SD = 1.13) than women (M = 2.28, 
SD = 1.0).

Thus, in agreement with the MWH, men are generally more belligerent in 
their tribal politics.

Tribal Social identity

A final prediction from the MWH is that men’s personal self-concept should be 
affected more strongly by their affiliations to tribal groups. In contrast, women’s 
self-concept should be influenced primarily by having meaningful connections 
with close others. Men have indeed a more collective sense of self that is more 
strongly derived from their group memberships and affiliations (Baumeister & 
Sommer, 1997). Gabriel and Gardner (1999) asked students to describe themselves 
by completing the statement, “I am….” They found that male students were twice 
as likely to make statements referring to a tribal association (e.g., “I am a member 
of a fraternity”).

In a recent study (Van Vugt et al., 2007) we asked 100 people around the 
University of Kent campus to indicate their favorite color and to explain why they 
picked this particular color. Among men, almost 30% mentioned a tribal associa­
tion (e.g., their favorite football team, the colors of the flag of their country of ori­
gin); none of the women did so.

Thus, men’s social identity seems to be more strongly based on their tribal 
affiliations than women’s, which is consistent with the MWH.

Implications for Intergroup Relations
This chapter presented a framework for studying the psychology of intergroup 
aggression from an evolutionary perspective. This analysis suggests that not all 
intergroup relations are alike because not all out-groups are alike. How groups inter­
act with each other is determined by the specific contextual threats and opportuni­
ties. When such challenges correspond to evolutionarily relevant threats—threats 
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that were significant enough in ancestral social environments that humans have 
evolved to deal with them—they activate a specific tribal psychology. Here I have 
argued that a history of coalitional aggression has produced a distinct human tribal 
brain including an interrelated set of functional cognitive and behavioral reactions 
to attack and defend against members of out-groups. Furthermore, as the most 
likely perpetrators and victims, I have hypothesized that the male psychology has 
been particularly affected by intergroup conflict episodes and have dubbed this 
the male warrior hypothesis. I reviewed the literature on gender differences in 
intergroup psychology in light of predictions from the male warrior hypothesis and 
found them to be generally supportive. Further tests are needed.

In addition to intergroup conflict there might be a host of other signifi­
cant ancestral challenges involving other groups, which are not discussed here. 
Disease avoidance is one such threat, and we would expect a different set of 
functional responses to a contagion threat rather than a physical threat from an 
out-group; for instance, behavioral avoidance rather than aggression. When a 
disease threat is salient, perhaps women respond more strongly. There is some 
evidence that women are more prejudiced toward strangers when in their most 
fertile menstrual phase (Navarette, Fessler, & Eng, 2007). In general, we know 
very little about the intergroup psychology of females. In addition, the neuro­
science underpinning gender differences in intergroup psychology ought to be 
examined—for instance, which hormonal differences drive these gender differ­
ences in tribal psychology?

The evolutionary framework makes various suggestions for interventions to 
improve intergroup relations. When out-groups pose a coalitional threat, inter­
ventions might be targeted specifically at male-to-male interactions because 
they are the most likely perpetrators and victims of intergroup aggression. In 
terms of their objectives, interventions will be particularly successful when 
they eliminate the sense of threat associated with a particular out-group alto­
gether. Attempts must be made to individuate members of such out-groups, for 
instance, by accentuating their personal achievements rather than the achieve­
ments of their group. A second aim of interventions is to alter the perceptual 
cues that elicit threat responses toward particular out-groups such as new immi­
grant groups. For instance, language, dress code, and particular rituals or cus­
toms serve as tribal markers, and the less noticeable they are the more these 
out-groups will receive positive treatment. Thus, for the sake of attenuating the 
effects of coalitional psychology, it is important for societies to make it easier 
for new immigrant groups to adopt the language and customs of the in-group. 
Third, interventions might be focused on changing the specific cognitive and 
affective responses toward out-groups. However, if it is true that these responses 
are evolved, then the link between threat and response might be difficult to 
inhibit or extinguish (cf. fear of snakes and spiders; Ohman & Mineka, 2001). 
Nevertheless, we suspect that frequent positive interactions with members of 
out-groups will, over time, reduce initial aversion or hostility. For instance, the 
Jigsaw classroom experiments (Aronson & Bridgeman, 1979) demonstrate that 
cooperative relations between members of different ethnic groups are a good 
means of reducing prejudice.
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16
Implications of Global Climate 

Change for Violence in Developed 
and Developing Countries

Craig A. Anderson and Matt DeLisi
Iowa State University

R apid global climate change, taking place over decades rather than millen­
nia, is a fact of twenty-first-century life. Human activity, especially the 
release of greenhouse gases, has initiated a general warming trend. The 

10 warmest years on record between 1880 and 2008 were the last 10. This trend is 
expected to continue until the atmospheric composition returns to a preindustrial-
era norm.

Climate change effects on specific regions are expected to vary consider­
ably. Though most parts of the globe are warming, a few places may experience 
cooler climates as ocean and wind currents shift. Some regions are experienc­
ing increased rainfall, whereas many others are having prolonged droughts. In 
2007, the Intergovernmental Panel on Climate Change (IPCC) released a report 
that included numerous projections of likely effects by the end of this century, 
under varying assumptions of how world governments, industries, and people 
respond. The best-case scenario assumes huge reductions in net greenhouse gas 
production, beginning almost immediately. In this scenario, climate models pre­
dict an average global temperature increase of 1.8°C (3.24°F) and an average 
sea-level increase of 28 cm (11 inches). The worst-case scenario, which assumes 
a business-as-usual approach, predicts increases of 4.0°C (7.2°F) and 43 cm (17 
inches). Other projections, some of which have already become apparent, include 
increases in heat waves and heavy precipitation; decreases in precipitation in 
subtropical areas; and increases in tropical cyclones. More specific projections 
include (1) 5–8% increase in the proportion of Africa that is arid and semiarid; 
(2) major flooding of heavily populated areas of Asia from rising sea levels and 
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storms; (3) inundation of low-lying islands; (4) severe water shortages in Australia 
and New Zealand; (5) drought in southern Europe; (6) decreased soil moisture 
and food crops in Latin America; and (7) increased winter flooding and summer 
heat waves in North America. More recent research being prepared for the next 
IPCC report suggests that the new best-case scenario will be worse than the old 
worst-case scenario, with sea levels rising a least 1 meter (Vermeer & Rahmstorf, 
2009). Because 13% of the world’s population—hundreds of millions of people—
live in low-lying coastal areas (Engelman, 2009, p. 41), this latter projection is 
particularly disturbing. Indonesia may lose as many as 2,000 small islands in the 
next 20 years to rising sea levels (Engelman, p. 3).

In addition to the changes in average temperature and rainfall, climate 
models also predict an increase in extreme weather events. Recent data suggest 
that this increase has already begun, with dramatic increases in floods, wind 
storms, and drought disasters in the last 20 years (Engelman, 2009, pp. 16, 30). 
Hurricanes, cyclones, and other tropical storms also are increasing in intensity. 
The problem with rising sea levels concerns not just the height of high tides but 
also storm surge. A once-a-century storm in New York City, for example, will 
occur about once every 3 years (Rahmstorf, 2009) if average sea level increases 
by 1 meter.

Research from psychology, sociology, political science, economics, history, and 
geography suggest that rapid global warming can increase the incidence of violent 
behavior in at least three ways. One involves direct effects of uncomfortably warm 
temperatures on irritability, aggression, and violence. A second involves indirect 
effects of global warming on factors that put children and adolescents at risk for 
developing into violence-prone adults. The third involves indirect effects of rapid 
climate change on populations whose livelihoods and survival are suddenly at 
risk, effects that influence economic and political stability, migration, and violent 
intergroup conflict. For example, various governmental and scientific reports have 
noted that climate change has exacerbated existing tensions and conflicts centered  
in the Darfur region of Sudan and in Bangladesh.

Heat and Aggression

Much research has established that uncomfortably warm temperatures can 
increase the likelihood of physical aggression and violence (Anderson & Anderson, 
1998; Anderson, Anderson, Dorr, DeNeve, & Flanagan, 2000; for a concise review 
see Anderson, 2001). Three types of studies have tested and found considerable 
support for this heat hypothesis: experimental studies, geographic region studies, 
and time period studies.

Experimental Studies of the Heat Effectâ•… Early experimental studies of 
heat effects yielded considerable inconsistency in outcomes, perhaps because of 
participant suspicion and measurement issues. Later studies provided better tests 
and cleaner results. For example, Vrij, van der Steen, and Koppelaar (1994) con­
ducted a field experiment in which Dutch police officers were randomly assigned to 
perform a training session involving a simulated burglary under hot or comfortable 
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conditions. Officers in the hot condition reported more aggressive and threatening 
impressions of the suspect and were more likely to draw their weapon and to shoot 
the simulated suspect.

Anderson et al. (2000) reported a series of laboratory experiments on both 
hot and cold temperature effects. In separate experiments, uncomfortably warm 
temperatures (relative to comfortable temperature) increased participants’ feelings 
of anger and hostility, their perceptions of hostility in observed dyadic interac­
tions, and their initial retaliatory aggressive behavior against a person whose prior 
harmful behavior was of an ambiguous nature. Recent experiments by Wilkowski, 
Meier, Robinson, Carter, & Feltman (2009) linked heat-related imagery to a host 
of anger and aggression-related perceptions and judgments.

Geographic Region Studies of the Heat Effect

Studies dating back to the nineteenth century suggest that hotter regions have higher 
violent crime rates than cooler regions (Anderson, 1989). However, even within the 
same country regions differ in many ways other than climate. Some of these other 
differences (e.g., poverty, unemployment, age distribution, culture) are risk factors 
for violence. The best geographic region studies include statistical controls for such 
factors. Even when such factors are controlled, temperature predicts violent crime 
rates. For example, hotter U.S. cities have higher violence rates than cooler cities, 
even after statistically controlling for 14 risk factors including age, education, race, 
economic, and culture of violence factors (Anderson & Anderson, 1996). Recent 
work by Van de Vliert (2009; in press; under review) further suggests that climate and 
economic conditions jointly influence culture in ways that encourage or discourage 
aggression and violence. Particularly vulnerable are populations that live in regions 
that are both climatically challenging (hot, cold, or both) and impoverished.

Time Period Studies of the Heat Effectâ•… “Time period” studies compare 
aggression rates within the same region but across time periods that differ in tem­
perature. Studies vary considerably in terms of the time periods for which violence 
and temperature are assessed. Overall, results are remarkably consistent. Hotter 
time periods (e.g., days, seasons, years) are associated with higher levels of vio­
lence. For example, riots in the United States are relatively more likely on hotter 
than cooler days (Carlsmith & Anderson, 1979). Similarly, violent crimes across a 
wide range of countries and measures occur more frequently during hotter seasons 
than cooler ones (Anderson, 1989).

Of course, other violence-related factors may differ between hotter versus cooler 
time periods, even within the same region. For example, in the United States large 
numbers of youth are out of school during the summer months, so one could argue 
that the routine activities of the population might account for seasonal differences 
in violence. Several studies have addressed this and other alternative explanations 
of heat-related time period effects. Although it is clear that routine activities do 
influence aggressive behavior, it is also clear that such alternative explanations do 
not parsimoniously account for many observed effects. For example, in two stud­
ies Anderson and Anderson (1984) found significant day-of-week effects on daily 
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violent crime rates, in addition to heat effects. Other time-related routine activities, 
such as youth being out of school in the summer, cannot account for the heat effect 
found in Study 1 (Chicago), because that study included only the summer months. 
Similarly, routine activity theory cannot account for the finding that Major League 
Baseball pitchers are more likely to hit batters with a pitched ball on hot days than 
on cool days, even after statistically controlling for the possibility of sweat influenc­
ing the pitcher’s control (Reifman, Larrick, & Fein, 1991).

Differences in violent crime rates for hotter versus cooler days have been 
found within cities as varied as Houston, Chicago, and Minneapolis (Anderson & 
Anderson, 1984, 1998). Even after controlling for routine activity effects of time of 
day and day of week, violent crimes are relatively more frequent in hotter weather 
(e.g., Anderson & Anderson, 1998; Bushman, Wang, & Anderson, 2005a, 2005b). 
Interestingly, nonviolent crime (burglary, motor vehicle theft) rates are largely 
unrelated to heat.

When the time period is years (instead of days or seasons), the kinds of poten­
tially confounded variables change. For example, U.S. youth are out of school in 
the summer regardless of whether the year is slightly warmer or cooler. When con­
sidering year-based studies and global warming effects, one might be concerned 
about whether aggression-related factors such as age distribution (e.g., proportion 
of the population that is in the high-crime age range) and income inequality (e.g., 
LaFree & Drass, 1996) might be confounded with time or systematic temperature 
changes. We conducted two new studies to examine the effects of yearly changes 
in temperature on violent and nonviolent crime in the United States, beginning 
with 1950.

Study 1: Hot Years and Violent Crime

Method

Dataâ•… This study extends Anderson, Bushman, and Groom’s (1997) Study 1. Major 
additions are 13 years of new data and several aggression-related control variables. 
Data for the years 1950–2008 were obtained from U.S. government sources. From 
the FBI’s Uniform Crime Reports we created two crime measures. Violent crime 
was defined as the sum of the homicide and assault rates per 100,000 population. 
Nonviolent crime was defined as the sum of the burglary and motor vehicle theft 
rates per 100,000 population.1

The primary predictor variable, annual average temperature, was computed 
from data from the National Oceanic and Atmospheric Administration. Control 
variables were year, age (proportion of the population in the 15–29 high-crime 
age range), prison (number of incarcerated state and federal inmates per 100,000 
population), poverty (percent of families living below the poverty line), and the 
Gini index of income distribution inequality (perfectly equal distribution yields a 

1	 As in prior studies, robbery and rape were excluded for theoretical reasons. Both appear to have a 
greater mixture of aggressive motives (intent to harm) and nonaggressive motives. See Anderson et 
al., 1997.
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Gini index of 0, perfect inequality = 1.0). Year effects might reflect a host of cul­
tural and population changes, such as increased reporting of assaults and improve­
ments in trauma care. The other control variables have obvious theoretical links 
to violence.

Correlated Residualsâ•… Time-series data often have a problem in which the residu­
als are correlated with time. The most common version is when the residuals at 
any given time period (T) are correlated with the residuals at the subsequent time 
period (T + 1). Such “autocorrelations” make ordinary least squares (OLS) proce­
dures inappropriate for estimating regression parameters. With a sufficiently large 
sample of time periods, autoregression (AR) techniques can be used to reduce 
or eliminate autocorrelations among residuals and can thus yield more accurate 
results. In all regression analyses, chi-square tests (Ljung & Box, 1978) were used 
to assess goodness of model fit regarding the presence of correlated residuals. 
When the chi-square statistic suggested that the model provided a poor fit to the 
data, autoregressive parameters were added. This process was iteratively repeated 
until the chi-square test statistic indicated nonsignificant autocorrelations in the 
new residuals.

The present study addresses five alternative explanations for heat-related time 
period effects on violent behavior: (1) seasonal fluctuations; (2) correlated residuals; 
(3) coincidental crime, year, and global warming trends; (4) coincidental age distri­
bution shifts; and (5) coincidental income and poverty shifts. The first alternative 
explanation is dealt with by using the year as the unit of analysis. The remain­
ing alternatives are handled by statistical controls. Nonviolent crime analyses are 
included as a point of comparison.

Resultsâ•… Table  16.1 presents descriptive statistics and zero-order correlations 
among the variables. Average annual temperature has increased during this 59-year 
period (r = .54). Note the substantial zero-order correlations among violent crime, 
temperature, and year. This suggests that in addition to checking for autocorrelated 
residuals a conservative statistical procedure would also control for year effects. 
Finally, note that nonviolent crime was not strongly correlated with temperature.

Table 16.2 presents the results of OLS and AR analyses on violent crime (top 
section) and nonviolent crime (bottom section). OLS regression revealed a large 
effect of temperature on violent crime; each 1°F increase in average annual temper­
ature was associated with 79 more serious and deadly assaults per 100,000 people. 
However, the AR test revealed significant autocorrelations among the residuals (χ2 

(6) = 196, p < .05). We added AR parameters to the model until the autocorrelation 
test became nonsignificant (three parameters were needed). This greatly reduced 
the slope relating temperature to violent crime, but this heat effect remained sta­
tistically and practically significant. In the next step we controlled for year. The 
temperature effect on violent crime remained essentially unchanged. The year 
effect also was significant; each year added 4.90 violent crimes per 100,000 people. 
We examined a host of models with the other control variables (age, prison rate, 
poverty, Gini). Only prison rate yielded a significant effect. With three autoregres­
sive parameters—temperature, year, and prison—in the model the temperature 
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Table 16.2â•… Destructive Testing Results Using Auto-Regressive 
Parameters and Competitor Variables, Study 1, 1950–2008

Violenta AR Test Temperature Effect

Model χ2 df b SE t

OLS 196* 6 79 19.1 4.15* Year Effect

AR-3 3.80 3 4.11 1.25 3.30* b SE t Prison Effect

AR-3 4.07 3 4.16 1.25 3.33* 4.90 1.68 2.91* b SE t

AR-3 3.27 3 4.19 1.21 3.47* 8.34 1.88 4.43* -.42 .203 -2.07*

NonViob AR Test Age Effect
Model χ2 df b SE t

OLS 186* 6 16,646 1778 9.37*

AR-3 4.85 3 9645 3321 2.90*

Temp, annual average temperature. Age, proportion of U.S. population in the 15–29 age range. AR, 
autoregression. OLS, ordinary least squares.

a 	 Serious and deadly assault: Assault + homicide.
b 	 Nonviolent crime: Burglary + motor vehicle theft.
* 	 p < .05. + p < .10 if t > 1.67.

Table 16.1â•… Correlations Among the Predictor and Outcome 
Variables, Study 1, 1950–2008

Year Temp Age Prison Pov Gini Vio NVio

Year 1.00 0.54 0.04 0.90 –0.75 0.88 0.87 0.52
Temp 0.54 1.00 –0.19 0.61 –0.18 0.61 0.48 0.11
Age 0.04 –0.19 1.00 –0.36 –0.44 –0.30 0.25 0.78
Prison 0.90 0.61 –0.36 1.00 –0.43 0.97 0.69 0.13
Pov –0.75 –0.18 –0.44 –0.43 1.00 –0.36 –0.71 –0.79
Gini 0.88 0.61 –0.30 0.97 –0.36 1.00 0.72 0.16
Vio 0.87 0.48 0.25 0.69 –0.71 0.72 1.00 0.75
Nvio 0.52 0.11 0.78 0.13 –0.79 0.16 0.75 1.00

Descriptive Statistics
Mean 1979 57.85 0.227 231 16.1 0.382 239.1 1300
St.Dev. 17.2 0.78 0.025 153 5.6 0.027 127.7 544
Min. 1950 56.60 0.195 93 11.1 0.348 55.7 385
Max. 2008 59.70 0.272 512 32.5 0.432 451.3 2163

Notes: 	N = 59. If r > .25 then p < .05. Temp, annual average temperature. Age, proportion of U.S. 
population in the 15–29 age range. Prison, number of incarcerated state and federal 
inmates per 100,000 population. Pov, percent of families living below the poverty line. 
Gini, index of income distribution equality (perfectly equal distribution yields a Gini index 
of 0; perfect inequality = 1.0). Vi, serious and deadly assaults per 100,000 population. Nvio, 
burglaries and motor vehicle thefts per 100,000 population.
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effect remained significant (b = 4.19). Finally, the greater the proportion of the 
U.S. population that was imprisoned, the smaller the violent crime rate.

A host of OLS and AR models on nonviolent crime did not yield a single sig­
nificant temperature effect. Indeed, after appropriate AR parameters were in the 
model, only age was a significant predictor of nonviolent crime rates. For every 1% 
increase in the proportion of high-crime age individuals in the population, there 
was an increase of 96 nonviolent crimes per 100,000 people.

Study 2: Hot Summers and Violent Crime

Method

Dataâ•… This study extends Anderson et al.’s (1997) Study 2. It examines violent 
crime in the summer months in the United States relative to nonsummer months. 
Major additions are 9 years of new data and several aggression-related control vari­
ables. Data for the years 1950–2004 were collected from numerous governmental 
sources. Seasonal data were unavailable after 2004.

Basically, the dataset is the same as for the prior study, with two major excep­
tions. First, the outcome variable is the difference between the percent of the 
year’s crimes that were committed during the summer months (June, July, August) 
and the average of the other three seasons, adjusted for number of days in each 
season. If violent crimes were equally likely to occur regardless of season, then the 
summer months would account for exactly 25% of them, and the summer effect 
score used in this study would be zero. If violent crimes were relatively more (less) 
likely in the summer months, the summer effect would be greater (less) than zero. 
A similar summer effect was computed for nonviolent crimes.

The second major difference from Study 1 was the temperature measure. 
Across a sample of cities, we recorded the number of hot days (maximum tempera­
ture was ≥ 90°F) per year. The vast majority of hot days in the continental United 
States occur during the summer months, so this measure is a good indicator of the 
hotness of each of the 55 summers.

Predictionsâ•… We expected the summer effect on violent crime to be significantly 
greater than zero, when averaged across years. Furthermore, we expected years 
with more hot days to yield larger summer effects on violent crime than years with 
fewer hot days.

Resultsâ•… As expected, the average summer effect on violent crime was signifi­
cantly greater than zero (M = 2.57, t(54) = 18.52, p < .05). Violent crimes are 
overrepresented in the summer months. In fact, in only 2 of the 55 years was the 
summer effect negative.

Concerning the second hypothesis, there was no evidence of autocorrelations 
among the residuals in any of the analyses of violent crime, so OLS analyses were 
appropriate. The only variable that significantly predicted the size of the summer 
effect on violent crime was the number of hot days (b = .068, t(53) = 3.07, p < .05). 
None of the control variables (including year) had a significant effect, nor did they 
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substantially reduce the size of the hot days effect. Nonviolent crime was unaf­
fected by number of hot days.

General Discussion of the Heat Effect on Aggression

In sum, the heat hypothesis has been repeatedly confirmed. Laboratory studies 
suggest that this is largely the result of heat-induced increases in irritability and 
in hostile interpersonal perception biases. There is additional evidence that these 
effects can be further traced to thermoregulation and emotion regulation areas 
of the brain (Anderson, 1989; Boyanowsky, 1999, 2008; Boyanowsky, Calvert-
Boyanowsky, Young, & Brideau, 1981). The implication for global warming is that 
at the level of the individual person increased exposure to uncomfortably hot 
temperatures will increase the likelihood of interpersonal conflict and violence. 
It is difficult to estimate with confidence how big an impact global warming will 
have on violent crime in modern societies, but Figure 16.1 provides some rough 
estimates based on the results of Study 1. If average annual temperature in the 
United States increases by 8°F (4.4°C), the best estimate of the effect on the 
total murder and assault rate is an increase of about 34 per 100,000 people, or 
over 100,000 more such serious and deadly assaults per year in a population of 
305 million.

One response to high heat in industrialized countries is increased use of air 
conditioning in buildings, cars, buses, and trains. Although such actions might 
mitigate heat-induced increases in aggression, they increase the production of 
greenhouse gases.

There are no comparable daily, seasonal, or annual data on the heat effect on 
violent crime in less developed countries. However, the findings summarized in 
previous sections suggest that uncomfortably hot temperatures can have a fairly 
direct effect on aggressive and violent tendencies, perhaps through neuro and hor­
monal pathways that are common to thermoregulation and emotion (see Chapter 
9 in this volume).
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Development of Violence-Prone Individuals
Global climate change will likely increase the proportion of children and youth 
exposed to risk factors known to increase the likelihood of becoming a violence-
prone individual—someone who frequently uses physical aggression or violence 
to deal with conflict, to get desired resources, and to impulsively and shortsight­
edly satisfy one’s wants (Gottfredson & Hirschi, 1990; Moffitt, 1993). Studies of 
violent youth and criminals reveal a host of psychological, neuropsychological, 
genetic, and environmental risk factors that play a major role in determining who 
becomes a violence-prone person. These interrelated risk factors include male gen­
der; strongly heritable antisocial traits including impulsivity, sensation seeking, low 
intelligence, and poor self-regulation; poverty; poor prenatal and childhood nutri­
tion; familial dysfunction; growing up in violent neighborhoods; psychopathy; low 
education; and disorganized and unstable neighborhoods (DeLisi, 2005).

Food, Violence, and Antisocial Behavior

Potentially one of the most catastrophic effects of rapid climate change centers 
on food availability. Today, one in eight U.S. households with infants is food inse­
cure—the family has limited or uncertain availability of nutritionally adequate 
and safe foods. In many parts of the world, food insecurity is a much larger prob­
lem. This means that a robust proportion of impoverished children (notwithstand­
ing the multifaceted independent effects of poverty on antisocial behavior) face 
the specter of poor nutrition or malnutrition—conditions with severe long-term 
consequences for crime and violence. A recent study is illustrative. Jianghong Liu 
and colleagues examined the longitudinal relationship between malnutrition and 
subsequent externalizing and antisocial behaviors using a birth cohort of children 
from the island of Mauritius, off the coast of Africa. Children who were malnour­
ished at age 3 were significantly more aggressive and hyperactive at age 8, more 
aggressive and prone to externalizing (acting out) behaviors at age 11, and more 
hyperactive and more likely to exhibit symptoms of conduct disorder at age 17 (Liu, 
Raine, Venables, & Mednick, 2004).

It is not merely armchair conjecture to assert that food scarcity will result in 
increased violence-prone individuals; history has already told such a story. From 
October 1944 to May 1945, residents of the western Netherlands experienced mod­
erate to severe food scarcity caused by a German army blockade. Over 100,000 
Dutch men born between 1944 and 1946 were studied to examine the effects of 
gestational nutritional deficiency on subsequent proneness to violence (Neugebauer, 
Hoek, & Susser, 1999). Men exposed to severe maternal nutritional deficiency dur­
ing the first and second trimesters were 2.5 times more likely than men not exposed 
to severe maternal nutritional deficiency to develop antisocial personality disorder, 
a psychiatric diagnosis characterized by recurrent use of violence and other antiso­
cial behaviors. Other studies linking poverty to poor developmental outcomes are 
reviewed by Huston and Bentley (2010). Similarly, recent work by Chen, Cohen, and 
Miller (2010) reveals that poverty effects on children’s stress levels (assessed by corti­
sol) is exacerbated by perceived threat and by chaos in their daily living conditions.
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Environmental–Genetic Interplay

Children in regions of famine, prolonged droughts, civil unrest, and wars (see next 
section) are exposed to many known risk factors for the development of violence-
prone adolescents and adults. Longitudinal studies have shown that even fairly 
brief exposures (e.g., a few months) to some of these risk factors can put the indi­
vidual child (or fetus) on a high-risk developmental trajectory.

 Caspi and colleagues (2002) examined the interaction between monoamine oxi­
dase A (MAOA)—an enzymatic degrader that modulates neurotransmitters—and 
childhood maltreatment on later antisocial outcomes. For all antisocial outcomes, 
the association between maltreatment and antisocial behavior was conditional on 
the MAOA genotype. Just 12% of the sample had both the genetic risk (low-activity 
MAOA levels) and maltreatment; they accounted for 44% of the total convictions 
for violent crime. Moreover, 85% of those who had both risk factors developed 
some form of antisocial behavior. In the absence of maltreatment, the genotypic 
risk factor did not manifest itself behaviorally. Similar gene–environment interac­
tions have been found for early life, environmental adversity, and psychiatric out­
comes (Caspi et al., 2003; Uher & McGuffin, 2010).

If global warming brings about a world of dramatically increased environ­
mental risk and an unknown number of environmental pathogens, then it is likely 
that a proportional proliferation of behavioral risks will result as these pathogenic 
environments moderate genetic and neuropsychological risks within individuals. 
Recall the pernicious and long-term effects of malnutrition and violent and anti­
social behavior. Malnutrition, particularly when it is endured during gestation, 
causes a host of neuropsychological deficits relating to neuronal reduction, brain 
toxicity, altered neurotransmission, and other physiological effects. These neurop­
sychological deficits also interact with genes to predict antisocial behavior. For 
example, Beaver, DeLisi, Vaughn, and Wright (2010) found that neuropsychologi­
cal deficits (such as those implicated by prenatal nutritional deficiency) interacted 
with the low-activity polymorphism in the MAOA gene to predict violent behavior, 
delinquency, and low self-control across two time periods.

Terrorism Susceptibility

Recent research into terrorism and suicide bombers has led to a better under­
standing of the social and environmental conditions that are conducive to the 
development of individuals willing to use such extreme tactics (Kruglanski, 
Chen, Dechesne, Fishman, & Orehek, 2009; see also Chapter 10 in this vol­
ume). Briefly, these researchers have shown that such extremely violent tactics 
can emerge from a “quest for personal significance,” triggered by failure to 
satisfy basic human motives to belong to a significant group and to contribute 
to its welfare. A variety of events can lead to feelings of failure and exclusion, 
events such as personal trauma, loss of family through violence, and social 
humiliation. Under the right (or wrong) circumstances, including (1) an avail­
able ideology to justify violence against the perceived perpetrators of trauma, 
humiliation, and violent loss; and (2) social pressures to engage in violence 
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against the perpetrators as a means of gaining or restoring one’s own signifi­
cance to one’s group, even suicidal terrorism becomes a viable option to the 
individual (see Chapter 3 in this volume for a related discussion of aggression 
and ostracism).

Civil Unrest, Ecomigration, Genocide, and War
Both the heat effect and the development of violence-prone individuals focus on 
violence at the individual level. This third link between climate change and vio­
lence focuses on larger groups of people—communities, tribes or clans, societies, 
and countries. This is a particularly complex set of phenomena. Emerging research 
from several fields suggests that rapid climate change (heating or cooling) often 
leads to increases in violence. There are several ways this can happen. For example, 
in subsistence economies rapid changes in climate lead to a decreased availability 
of food, water, and shelter. Depending on the level of social–political organiza­
tion, such shortages can lead to civil unrest and civil war, to migration to adjacent 
regions and conflict with the people who already live in that region, and even 
to genocide and war. Although it would be overly simplistic to blame the bloody 
conflicts in Africa and Asia during the latter twentieth and this first decade of the 
twenty-first century on climate change and environmental disasters, it also would 
be incorrect to ignore the role played by the economic hardships (including starva­
tion) wrought by the prolonged droughts and resulting resource shortages. Civil 
unrest, revolutions, and wars require recruits and leaders who are willing to risk 
much to gain valuable resources.

Case Studies

Historical research shows that environmental disasters, many linked to relatively 
rapid climate changes, can lead to increases in group-level violence. Of course, 
not all environmental disasters are caused by climate change. For example, 
earthquakes, tsunamis, and volcanoes can and do cause environmental disasters 
but are not directly related to climate change. However, floods due to exces­
sive rainfall or melting glaciers, droughts, hurricanes, and cyclones are climate-
change related.

This section concerns whether environmental disasters increase violence rates 
and severity, regardless of whether the environmental disaster was the direct result 
of climate change.

In the recent past, evidence of such effects comes from the U.S. Dust Bowl of 
the 1930s, clashes in Bangladesh and India since the 1950s, and Hurricane Katrina 
in the United States in 2005 (Reuveny, 2008). The cases differ in many ways, includ­
ing political organization and strength. But in each case, there is evidence that envi­
ronmental disaster led to increased interpersonal violence, a result of ecomigration 
(migration of a large number of people as a result of ecological disaster).

Hurricane Katrinaâ•… When Katrina hit Louisiana and Mississippi in fall 2005, 
it flooded about 80% of New Orleans and destroyed much of the Biloxi–Gulfport 
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area. More than a million people left the area. This ecomigration was to at least 
30 different states, with Texas (especially Houston) absorbing the most, at least 
initially. Texas officials ran 20,000 criminal checks and found minimal criminal 
data on their Katrina immigrants. Nonetheless, Houston recorded huge increases 
in homicides in the following months, relative to the same months in the year 
prior to Katrina (Reuveny, 2008). There were other indicators (e.g., polls) of 
tension between the long-time residents and the newcomers. However, there 
was no outbreak of civil war and no evidence of armed intergroup conflict. This 
seems to be generally true of ecomigrations in well-organized highly industrial­
ized countries.

U.S. Dust Bowlâ•… In the 1930s, poor farming practices combined with a pro­
longed drought and strong winds to produce an environmental disaster in the Great 
Plains, particularly Oklahoma. About 2.5 million people left the area, primarily for 
adjacent states, but about 300,000 went to California. There are numerous reports 
of hostility and violence between the residents and the ecomigrants, including 
police efforts to block the migrants or to scatter them from their settlements, beat­
ings, and shack burnings (Reuveny, 2008).

Bangladeshâ•… Population pressures from a very high fertility rate combined 
with unsustainable farming practices and environmental disasters (possibly related 
to climate change) led to large-scale migrations to adjacent regions in Bangladesh 
and across the border to India. From 1976 to 2000 about 25 million people were 
affected by droughts, 270 million by floods, and another 41 million by rain and 
wind storms. Making matters worse, in 1975 the Indian Farakka Barrage began 
diverting water from the Ganges River to other parts of India, decreasing the 
amount flowing into its historic tributaries in Bangladesh. The resulting salt-water 
intrusion from the Indian Ocean and increased silting of the riverbed resulted in 
additional floods, erosion, and environmental degradation.

An estimated 12 to 17 million Bangladeshis have migrated to adjacent states 
in India since the 1950s. Clashes between the residents and the migrants have 
occurred along socioeconomic, religious, ethnic, and national lines, resulting in 
thousands of deaths, especially after the 1983 elections. Indeed, 1,700 Bengalis 
were killed in a 5-hour rampage in 1983.

1967 Arab–Israeli Warâ•… There is historical evidence of water issues con­
tributing to conflict in the Middle East at least as early as the seventh century 
B.C. (Gleick, 1993). Since the establishment of Israel in 1948 the region has peri­
odically been at war, for a variety of political and religious reasons. But water 
issues also play an important role in the conflicts, especially issues concerning the 
Jordan River basin. This basin is shared by Israel, Jordan, Lebanon, and Syria. 
According to Gleick (p. 85), “one of the factors directly contributing to the 1967 
War was the attempt by members of the Arab League in the early 1960s to divert 
the headwaters of the Jordan River away from Israel.” (For additional examples 
of important water conflicts, historical as well as contemporary, see Gleick, 1993; 
Postel & Wolf, 2001).
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Time-Period Studies

Little Ice Age Effectsâ•… Following the Medieval Warm Period, the Little Ice 
Age (roughly 1300–1850) ushered in cooler temperatures, shorter growing seasons, 
and a host of other climate-related changes. Scholars from a variety of disciplines 
have begun examining the relationships among relatively rapid shifts in climate 
and a host of human population events, including war. Fagan (2000) weaves a care­
ful story of climate shifts and their impact on Europeans, linking farming practices 
and outcomes, social and cultural changes, civil unrest, and war. Though careful 
to avoid extreme claims of environmental determinism, he makes a strong case 
for viewing rapid climate change (in this case, cooling) as contributing to war and 
other forms of violence. Briefly, rapid climate change disrupted food production, 
leading to food shortages, famines, civil unrest, and war. This process seems par­
ticularly important in agrarian societies that do not have the political and economic 
resources to effectively deal with food shortages and famine. Indeed, according to 
Fagan the French Revolution was fueled in part by food shortages that were largely 
the result of the failure of farming practices to adapt to the changed climate.

Zhang and colleagues (Zhang, Brecke, Lee, He, & Zhang, 2007; Zhang, Zhang, 
Lee, & He, 2007) took a more statistical approach to examining the question of 
whether rapid shifts in climate from 1000 to 1900 were linked to wars. Using data 
from the Northern Hemisphere and from China, they found statistical support for 
their model, which is very similar to Fagan’s (2000).

It might seem strange to include studies of rapid cooling in a work that is 
focused on global warming and violence. However, the basic model is the same 
regardless of whether a rapid shift in climate is warming or cooling, flooding or 
drought. A systematic change in climate that threatens basic human resources puts 
stress on economic and social systems. That stress can lead to ecomigration and 
conflict or directly to war over resources.

Civil War in Africaâ•… Burke, Miguel, Satyanath, Dykema, and Lobell (2009) 
recently analyzed civil wars in Africa from 1981 to 2002. Some models included 
per capita income and form of government as well as temperature and precipi­
tation. Overall, the results showed a strong positive relation between tempera­
ture increases and civil war. For a 1°C increase in temperature, there was a 5.9% 
increase in civil war. Given the base rate of civil war in this dataset (11%), this rep­
resents a 54% relative increase in the likelihood of civil war for each 1°C increase 
in temperature. The authors noted that a 1°C increase is projected by 2030 and 
that if future wars are as deadly as past ones an additional 393,000 battle deaths 
can be expected in this region.

Additional Ecomigration and War-Related Forms of Violence

A recent report by the United Nations (Engelman, 2009) highlighted a number 
of additional ways global climate change can lead to increased violence. Perhaps 
the most notable is the likely increase in violent crimes committed against women 
and children as a consequence of their increased vulnerability in subsistence 
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economies that suffer an ecological disaster. With the breakdown of societal norms 
and increased economic stress come increases in rape, assault, and homicide. As 
far as we know, there are no studies directly linking global warming to such effects, 
but such outcomes have been documented in the aftermath of severe floods, food 
shortages, and war (“civil” or otherwise).

Implications
Collectively, these three ways global climate change increases human violence 
suggest a rather dire future. We prefer to end on a more positive note. Action 
can be taken, by individuals, groups, and governments. One obvious action is to 
reduce greenhouse gas emissions, thereby reducing the magnitude and speed of 
climate change. Many individuals, groups, and governments are taking actions, 
albeit somewhat belatedly.

In addition to the technological and lifestyle changes being actively developed, 
discussed, and implemented, it also seems worthwhile to consider an infrequently 
discussed option, the potential benefits of better population control. One thousand 
years ago the world population was about 300 million. Currently it is about 7 bil­
lion. Some have estimated that the world population will peak at around 10 billion. 
Most of that increase will take place in developing countries, with huge increases 
in greenhouse gas emissions as a result of carbon-intensive industrialization and 
increasing consumption. Generally speaking, as a country becomes more indus­
trialized and wealthy, the carbon footprint per person increases dramatically, and 
population growth eventually slows. The conundrum we face is how to reduce total 
greenhouse gas emissions while improving the quality of life of the large propor­
tion of people currently living in poverty. One recent study found that, “dollar-for-
dollar, investments in voluntary family planning and girls’ education would also in 
the long run reduce greenhouse-gas emissions at least as much as the same invest­
ments in nuclear or wind energy” (Engelman, 2009, p. 26).

Developed and developing countries will be affected differently by global 
warming. In some ways, developed countries will be less affected, in part because 
of their locations but more importantly because they have more resources per 
capita to deal with the changes. It is unlikely that famines will strike the richest 
countries, for example. However, no country will be immune to the violence con­
sequences of global climate change. The heat effect on individual levels of aggres­
sion and violence applies to all countries. Similarly, it seems obvious that even 
wealthy countries are likely to see increases in the proportion of children exposed 
to known risk factors for the development of violence-prone youth and adults. It 
is less obvious how wealthy countries will be affected by the third process, which 
leads to increases in civil unrest, ecomigration, genocide, and war. But even if 
developed countries do not experience sufficient economic and social stress to 
induce war (civil or international), civil unrest and ecomigration within them will 
likely lead to increases in violent crime, especially after ecological disasters such 
as floods. Furthermore, increased poverty, civil dissolution, and wars in develop­
ing countries have an impact on developed countries. In some cases, the impact 
derives from the global economy and the need for resources. Also, differences 
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between the have and have-not countries create breeding grounds for interna­
tional terrorist groups.

What actions could reduce the likelihood of climate change–induced violence? 
There is some limited evidence that the heat–aggression effect on individuals can 
be reduced by simply making people aware that when they are uncomfortably hot 
they tend to react to minor provocations in inappropriately hostile ways. However, 
given the immediacy and subtlety of the heat effect on irritability, hostile percep­
tion biases, and aggression, it is doubtful that such an educational intervention will 
have a large impact.

On the other hand, the other two ways global warming increases human vio­
lence appear to be good candidates for intervention. If governments began prepar­
ing now to feed, shelter, educate, and move at-risk populations to regions in which 
they can maintain their livelihoods and their cultures, we could dramatically 
reduce both the development of violence-prone individuals and the civil unrest, 
ecomigration, and war problems. This will cost huge amounts of money and will 
require more international cooperation than our planet has ever seen. Failure to 
do so will result in additional disasters for millions of people.
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17
The Media and Aggression

From TV to the Internet
Ed Donnerstein

University of Arizona

R ecently the American Academy of Pediatrics (AAP) issued a policy state­
ment on media violence (American Academy of Pediatrics, 2009a). The 
statement was clear in terms of its findings, position, and recommenda­

tions. In rather straightforward terms the AAP noted:

Exposure to violence in media, including television, movies, music, and video 
games, represents a significant risk to the health of children and adolescents. 
Extensive research evidence indicates that media violence can contribute to 
aggressive behavior, desensitization to violence, nightmares, and fear of being 
harmed. Pediatricians should assess their patients’ level of media exposure 
and intervene on media-related health risks. (p. 1495)

The recommendations for parents, practitioners, and the industry were equally 
frank and suggested some of the following:

•	 Remove televisions, Internet connections, and video games from chil­
dren’s bedrooms.

•	 Avoid screen media for infants or toddlers younger than 2 years.
•	 Avoid the glamorization of weapon-carrying and the normalization of vio­

lence as an acceptable means of resolving conflict.
•	 Eliminate the use of violence in a comic or sexual context or in any other 

situation in which the violence is amusing, titillating, or trivialized.
•	 Eliminate gratuitous portrayals of interpersonal violence.
•	 If violence is used, it should be used thoughtfully as serious drama, always 

showing the pain and loss suffered by victims and perpetrators.
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•	 Video games should not use human or other living targets or award points 
for killing, because this teaches children to associate pleasure and success 
with their ability to cause pain and suffering to others.

I would expect that the AAP’s statement and recommendations would prob­
ably be accepted by a substantial majority of researchers in the area of media vio­
lence, and aggression in general, including those participating in this Symposium 
(Anderson, Gentile, & Buckley, 2007; Huesmann, 2007; Strasburger, Jordan, & 
Donnerstein, 2010). And as a public health organization the AAP is not alone in 
its recommendation; groups like the American Medical Association, the American 
Academy of Child and Adolescent Psychiatry, and the American Psychological 
Association have all issued statements over the years pertaining to the “harmful” 
impact of media violence on children.

In this chapter we will provide an overview for this and other research related 
to these harmful effects but with an additional focus on how violence is dissemi­
nated through the lens of newer media technology. Much of the research on media 
violence has traditionally been on the media of television and of course on video 
games. This media form is not obsolete; rather, for many children and adolescents 
the medium for this viewing might not be the time-honored television screen but 
instead the Internet, which offers an array of new issues to consider. The following 
section examines the role of the Internet as it relates to the concerns we have about 
the influence of media violence.

The Internet as a Medium for Media Violence
Unlike traditional media such as TV, there are relatively few studies on the impact 
of Internet violence. These are reviewed later in the chapter, but it is interesting to 
note at the outset the recent commentary of researchers about the potential and 
far-reaching influences of this “newer” technology:

The Internet is fast becoming the telephone of the 21st century, with an esti­
mated 97% of young people between the ages of 12 and 18 years using online 
communication. Almost all youths now have online access, and this access 
may increase opportunities for children and youths to be exposed to violence. 
(Ybarra, West, Markow, Leaf, Hamburger, & Boxer, 2008, p. 930)

For many youth it has become the major source of information and entertain­
ment. It is perhaps the one medium where children may come across non-inten­
tionally content that is less available in traditional media such as severe violence, 
violent pornography, child pornography, hate groups. (Feilitzen, 2009)

The Internet becomes the medium in which traditional media like TV, film, 
and video games can be downloaded, viewed, and processed cognitively. The most 
recent survey of children and adolescent media use by the Kaiser Foundation 
(2010) indicated that the amount of time viewing TV content had increased over 
the last decade but that this increase is accounted for primarily by the viewing 
of such programming over the Internet and mobile devices. The Internet is also 
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a vehicle, however, for the creation of aggressive images and the acting out of 
aggressive behavior. It is both passive and active. It incorporates our conception 
of how children and adolescents cognitively process conventional media violence, 
but it adds a new dimension—actually being aggressive. We can see in Figure 17.1 
(adapted from comments by Feilitzen, 2009) how this might be conceptualized, 
both in terms of the Internet generally and in the use of new technologies as 
mobile phones.

The Internet allows the individual to view traditional TV and film and video 
games through live streaming or downloads. For the child or adolescent, access 
to what might be considered restricted materials (adult rated) is much easier via 
both legal and “illegal” outlets. Web sites offer another dimension to the viewing 
of violence: the creation and uploading of violent materials. Web sites offer not 
only the prospect of viewing more severe violence (e.g., real decapitations and 
executions) but also access to hate and terrorist groups. The viewer, however, can 
now become the creator of violent images in an almost formulaic manner and 
can place that material across the globe instantaneously. Finally, Web sites and 
in particular social networking sites, blogs, chat rooms, and email not only allow 
for the creation of aggression but also provide the ability to actually persistently 
aggress against another (i.e., cyberbullying). One phenomenon, which brings this 
to a “strange” confluence, is “happy slapping,” where a victim is assaulted and the 
depiction is uploaded to the Internet. As Calvete et al. (2008) noted, adolescents 
who use their mobile phones with this aim are characterized by several types of 
aggressiveness, by justification of violence beliefs, and by high exposure to vio­
lence in the family and media.

Consequently, unlike traditional media such as TV, the Internet and these new 
technologies give children and adolescents access to just about any form of content 
they can find (e.g., Livingstone & Haddon, 2009). For the first time, these individu­
als will be able (often with little effort) to have the ability to view almost any form of 
sexual behavior, violent content, or other risk-related content (Donnerstein, 2009; 
Strasburger et al., 2010). Unlike years past, this can be done in the privacy of their 
own room with little knowledge or supervision of their parents. The interactive 

Traditional mass
media
• Receive and
   consume
   “traditional” film
   and TV violence
• Video games

Web sites
• Traditional mass
   media available
• Severe violence,
   hate groups
• Send, create, and
   upload violent
   content

Social
networking
sites, blogs,
chat, email
• Receive
   aggression (e.g.,
   cyber-bullying)
• Create and send
   aggression

Figure 17.1â•… The Internet, new technology, and mass media violence. 
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nature of the Internet, which can lead to more arousal and more cognitive activity, 
would suggest that influences such as those found from media violence would be 
facilitated (see Huesman, 2007).

Media Use and the Child Audience
American children and adolescents spend significant time in front of a screen 
(Strasburger et al., 2010). In their national survey of media use in the United States, 
the Kaiser Family Foundation (2006, 2010) found that children and adolescents 
were spending on average more time in front of a screen than reading or being 
active outdoors. More interesting was the finding that of all those under the age of 3, 
an age many would suggest is more vulnerable to effects, over two-thirds use some 
screen media a day, and a third are already using a computer. A child’s bedroom 
is no longer a place of isolation in that media technology is part of the furniture. 
Two-thirds had a television set, one-half had a VCR or DVD player or video game 
console, and nearly one-third had Internet access or a computer. More importantly, 
the use of the Internet and mobile devices for media consumption has increased 
significantly, particularly with the rapid expansion of broadband availability.

While it took decades for TV to become part of the family household, Internet 
use has achieved this in a short time frame. Recent research by the Pew Internet 
and American Life Project (Pew Foundation, 2009) revealed that 93% of youth 
aged 12 to 17 are online sometime during the day, and 71% have a cell phone. 
Whether it is watching videos (57%), using social networking sites (65%), or playing 
video games (97%), children and adolescents have incorporated new technology 
into their daily lives. These frequencies are also observed across 21 different coun­
tries within Europe. The EU Kids Online Project found that in 2005 on average 
70% of 6–17-year-olds used the Internet. By 2008, it was at 75% with the largest 
increase occurring among younger children (6–10) in which 60% were now online 
(Livingstone & Haddon, 2009).

In thinking about this use of the mass media, we need to remember that very 
often those who are the most vulnerable to negative impacts (e.g., aggression, 
deceptive advertising) are children, and their processing of the media is different 
from adults. In the first place, younger children interpret media messages differ­
ently. They pay more attention to perceptual features and more salient contextual 
features rather than to plot. They are less cognizant of consequences and motives. 
Children also have difficulty distinguishing between fantasy and reality. This plays 
an extremely important role in children’s media viewing in that when we examine 
the effects from exposure to media violence one critical contextual variable is the 
perceived reality of the aggression. Finally, children have difficulties and are less 
capable of linking scenes together. Adults recognize that the perpetrator of aggres­
sion was caught, punished, or reprimanded for his or her behavior in the final 
scene. A young child does not always perceive this relationship.

We need to realize that not all violent portrayals pose the same risk of harm 
to viewers. Research indicates that certain depictions of violence increase the risk 
of antisocial effects more than others (see Strasburger, Wilson, & Jordan, 2009). 
Simply put, the context or way violence is presented influences its impact on the 
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audience. Based on an extensive review of studies in this area, researchers (Smith 
& Donnerstein, 2003; Wilson et al., 2002) have identified a range of contextual fea­
tures that influence how audiences will respond to televised violence (e.g., adver­
tisements; Tajima et al., 2008) and also to video game violence (Horiuchi et. al., 
2008). The most important contextual factors are attractive perpetrators, the pres­
ence of weapons, graphic and extensive violence, consequences for aggression such 
as punishments or pain, and realism.

Much of the violence presented in the media is often sanitized and glamor­
ized, and in children’s programming it often is presented as humorous (Strasburger 
et al., 2009). These contextual factors are important in determining the “risk” of 
exposure primarily to young children. Portrayals with an attractive perpetrator 
and that are realistic, justified, go unpunished, and show no harm are the most 
problematic for young children. These types of media depictions occur most often 
in the types of shows viewed by children (e.g., Wilson et al., 2002).

Interactive media seems to be no different from traditional television when it 
comes to depictions of concern for children and adolescents. A recent analysis of video 
games revealed that more than half of all games—including 90% rated as appropri­
ate for children aged 10 years and older (Anderson et al., 2007)— contain violence. 
Contextual characteristics that are considered more of a risk for subsequent aggressive 
behavior have also been found in video games. In a recent analysis justified violence 
was found in 60% of the games, violence with weapons was found in 65%, and reward 
for violence in 89%. Factors we might consider as inhibiting aggression such as pun­
ishments for violence were found in only 26% of the games (Horiuchi et al., 2008).

By definition, the Internet encompasses all the types of violence depicted in 
traditional media and video games. While there is no major content analysis for 
video games like there is for traditional media, researchers acknowledge that more 
real-world violence, hate groups, violent pornography, and other forms of violence 
are more prevalent (Ybarra et al., 2008). There is currently a lack of data on how 
many children or adolescents are intentionally viewing these sites and whether the 
Internet’s increased ease of access to these types of depictions has resulted in high 
rates of exposure among young viewers (Hamburger, Ybarra, Leaf, & West, 2009).

Media Violence Effects: Television, 
Video Games, and the Internet

In this section we will briefly examine the known effects of media violence on 
aggressive behavior. Even though the review is separated into three categories (TV, 
video games, Internet), the interrelationships are evident. Since one major goal of 
this chapter was to examine the unique aspects of newer technologies, in particu­
lar the Internet, this classification seems more functional.

Television

In a report on youth violence, the surgeon general of the United States (2001) iden­
tified a series of risk factors that were considered to (1) increase the probability that 
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a young person will become violent, and (2) predict the onset, continuity, or escala­
tion of violence. In considering these varying factors, the surgeon general’s report 
noted that more important than any individual risk factor is the accumulation of 
factors. When considering the most important factors in youth violence, being a 
male had the highest effect size. Among other major factors and their effect sizes 
were the following:

 Substance abuse = .30
 Antisocial parents = .23
 Weak social ties = .15
 Media violence = .13
 Low IQ = .12
 Broken home = .09
 Abusive parents = .07
 Antisocial peers = .04

Though it is not the major contributor, media violence is considered, especially 
when other factors are present, a significant force in the development and onset of 
aggressive behavior in youth. As researchers have strongly suggested, exposure to 
violent media needs to be part of the measures taken when risk factors for aggres­
sive behavior are considered (Boxer, Huesmann, Bushman, O’Brien, & Moceri, 
2009; Bushman, Huesmann, & Whitaker, 2009).

Any critical examination of the literature would indicate that exposure to media 
violence can contribute to a range of antisocial effects on viewers (Huesmann & 
Kirwil, 2007). The conclusion that violence on television contributes to negative 
effects on viewers is hardly novel. The effects that seem to be most pronounced are 
the learning of aggressive attitudes and behaviors, desensitization to violence, and 
increased fear of being victimized by violence (see Huesmann, 2007; Huesmann 
& Taylor, 2006).

Over the last 40 years, several governmental and professional organizations have 
conducted exhaustive reviews of the scientific literature to ascertain the relation­
ship between exposure to media violence and aggression. These investigations have 
documented consistently that exposure to media violence contributes to aggressive 
behaviors in viewers and may influence their perceptions and attitudes about vio­
lence in the real world. Heavy viewing of media violence is correlated with aggres­
sive behavior and increased aggressive attitudes (see Anderson et al., 2003 for an 
extensive review). The correlation between viewing violence in the media and exhib­
iting aggressive behavior is fairly stable over time, place, and demographics (e.g., 
Huesmann, Moise, Podolski, & Eron, 2003). Experimental and longitudinal stud­
ies also support the position that viewing televised violence is related causally to 
aggressive behavior (Anderson et al.). Even more important, naturalistic field studies 
and cross-national investigations reveal that viewing televised aggression leads to 
increases in subsequent real-life aggression and that such behavior can become part 
of a lasting behavioral pattern (Bushman et al., 2008; Huesmann, Boxer, & Bushman, 
2009). These studies have been consistent in research conducted in a number of dif­
ferent countries (see Bushman & Huesmann, 2006; Huesmann, 2007).
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From a theoretical perspective, Huesmann (2007; see also Chapters 16 and 
19 in this volume) and others (e.g., Anderson & Bushman, 2002) would agree that 
the short-term effects of exposure to media violence are mostly due to (1) priming 
processes, (2) arousal processes, and (3) immediate modeling of specific behav­
iors (observational learning). Long-term effects seem to be due to (1) longer-term 
learning of cognitions and behavioral scripts and (2) the activation and desensitiza­
tion of emotional processes.

Video Games

In terms of demonstrating increased aggressive behavior from exposure, the 
research on video games is as consistent as that with television violence (see 
Anderson et al., 2007, 2010 for an extensive review). Meta-analyses (Anderson, 
2004; Anderson & Bushman, 2001; Anderson et al., 2010) have been consistent in 
their findings. While some have disagreed with these studies (Ferguson, 2010), the 
consensus of researchers is that effects from playing violent video games have been 
shown for the following:

	 1.	Increased aggressive behavior (Anderson et al., 2008)
	 2.	Hostile affect (Carnagey & Anderson, 2005)
	 3.	Physiological arousal (Anderson & Bushman, 2001)
	 4.	Aggressive cognitions (Anderson & Huesmann, 2003; Bluemke, Friedrich, 

& Zumbach, 2010)
	 5.	Reductions in prosocial behavior from desensitization (e.g., Bushman & 

Anderson, 2009)

These results have been observed both in short-term and longitudinal studies as 
well as cross-culturally (e.g., Anderson et Al., 2008, 2010).

Anderson (2000, 2007) noted that there are strong compelling reasons to 
expect that violent video games, due to their interactive nature, would have stron­
ger effects on aggression than more traditional forms of media violence such as 
TV. In video games the process of identification with the aggressor, active partici­
pation, repetitive actions, a hostile virtual reality, and reinforcement for aggres­
sive actions are all strong mechanisms for the learning and retention of aggressive 
behaviors and attitudes (Gentile & Anderson, 2003).

The Internet

A number of areas deserve consideration when discussing the effects of the Internet 
as a potentially unique contributor to aggressive behavior. As we noted earlier, the 
Internet not only acts as a platform for the viewing of media but also is a vehicle 
for acting out aggression. It is this later function that for many health professionals 
has been of importance. For that reason we will examine first the concerns about 
cyberbullying and sexual exploitation. Following this discussion we will look at the 
content of violent media that might be considered unique, or certainly more acces­
sible, on the Internet.
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Cyberbullyingâ•… The one area that seems to be of prime importance is cyber­
bullying. It has become a significant social issue primarily among health-care and 
other professionals (AAP, 2009b). Olweus (1993) defined bullying as follows:

A person is bullied when he or she is exposed, repeatedly and over time, to 
negative actions on the part of one or more other persons, and he or she has 
difficulty defending himself or herself. (p. 14)

This definition includes three important components in that it is (1) aggres­
sive behavior that involves unwanted, negative actions, (2) involves a pattern of 
behavior repeated over time, and (3) involves an imbalance of power or strength. 
Cyberbulling, often referred to as Internet harassment or Internet aggression, 
incorporates these components and in many ways is similar to other forms of 
bullying (e.g., Heirman & Walrave, 2008; Williams & Guerra, 2007) but takes 
place over the Internet to repeatedly harass, threaten, or maliciously embarrass. 
Research also suggests that Internet bullying shares common predictors with 
verbal and, to some extent, physical bullying (see Williams & Guerra). While 
there are certainly debates about the usage of the term, both policy makers and 
the public across many countries have incorporated the term cyberbullying into 
their lexicon, and it will be used in this chapter. It involves the following behav­
iors (NCPC, 2009):

•	 Sending unsolicited or threatening email
•	 Encouraging others to send the victim unsolicited or threatening email
•	 Sending viruses by email (electronic sabotage)
•	 Spreading rumors
•	 Making defamatory comments about the victim in public discussion 

areas
•	 Sending negative messages directly to the victim
•	 Impersonating the victim online by sending an inflammatory message 

that causes others to respond negatively to the victim
•	 Harassing the victim during a live chat
•	 Leaving abusive messages on Web site guest books
•	 Sending the victim pornography or other knowingly offensive graphic 

material
•	 Creating a Web page that depicts the victim in negative ways

Those conducting research in this area would acknowledge that victims of 
cyberbullying as well as children who are bullied in person may experience many 
of the same effects, such as a drop in grades, lowered self-esteem, a change in 
interests, or depression (see Journal of Adolescent Health, 2007; NCPC, 2009). 
Chapter 3 in this volume discusses cyberostracism—the effects of being ignored 
and excluded over the Internet, which can lead to similar effects (e.g., anger, aggres­
sion) as “face-to-face” ostracism. However, cyberbullying can seem more extreme 
to its victims because of several factors:
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•	 It occurs in the child’s home. The place the child or adolescent often sees 
as secure now represents being a victim.

•	 It can be harsher because of the anonymity of the aggressor and inability 
to see the victim’s reactions. The ability to empathize with the victim is 
much more difficult in these situations (see Chapter 7 in this volume).

•	 It can be far-reaching in that once posted on a Web site it is “forever” 
in cyberspace.

•	 It may seem inescapable since not going online takes away one of the 
major places children and adolescents socialize.

The recent U.S. Department of Justice (2009) National Survey of Children’s 
Exposure to Violence found that Internet harassment was less common than other 
forms of bullying. It was found that 6% reported Internet harassment within the 
past year and 8% during their lifetimes. While this may appear at first glance a 
small percentage, we need to remember that this was a national survey within the 
United States and that these percentages certainly represented a significant num­
ber of youth who are impacted.

Surveys reported by the Pew Foundation (2007) and Hinduja and Patchin 
(2009) indicate that, although cyberbullying is less common than school bully­
ing, anywhere between 15 and 35% of youth report having experienced it. The 
data also indicate that 10–20% of students admit to cyberbullying others, and 
girls are just as likely, if not more so, to be involved in this type of behavior as 
boys (e.g., Kowalski & Limber, 2007). These effects seem to be consistent in the 
United States, Australia, and Europe (e.g., Brandtzæg, Staksrud, Hagen, & Wold, 
2009). Most of these surveys indicate that involvement in cyberbullying seems to 
peak in the middle school years (grades 6–8). There is also recent research to sug­
gest overlap among victims of school bullying and online harassment both within 
the United States and Germany (e.g., Wolak, Mitchell, & Finkelhor, 2007; Katzer, 
Fetchenhauer, & Belschak, 2009).

A number of researchers are beginning to examine the platform for cyberbul­
lying. Although this research is just emerging, there is some evidence to suggest 
that at least within the United States chat rooms and instant messaging (IM) are 
more frequently employed whereas email is the preferred technology in Europe 
(Brandzæg et al., 2009).

Sexual Exploitationâ•… Another major concern with the Internet is the sex­
ual exploitation of children and adolescents. Sending sexual information over 
email or postings on bulletin boards has been a long-term issue. One of the most 
comprehensive series studies on these issues has come from the Crimes Against 
Children Research Center at the University of New Hampshire (http://www.
unh.edu/ccrc). This excellent series of studies ( Wolak, Finkelhor, Mitchell, & 
Ybarra, 2008) involved a random national sample of 1,500 children ages 10–17 
interviewed in 2000 and then an additional sample of 1,500 interviewed in 2005. 
This procedure allowed the researches to look at the changes in youths’ experi­
ences with the Internet. The major findings from this study can be summarized 
as follows:
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	 1.	There was an increase over the 5-year period from 25% to 34% of the 
youth who indicated that they were exposed to unwanted sexual materi­
als. It is interesting to note that this increase occurred in spite of the fact 
that more families were using Internet filtering software (over 50%) dur­
ing this period. A European study of 21 countries (Livingstone & Haddon, 
2009) indicates that about 40% of youth report exposure to pornography.

	 2.	A total of 15% of all of the youth reported an unwanted sexual solicita­
tion online in the previous year, with 4% reporting an incident on a social 
networking site specifically. Perhaps more importantly, about 4% of these 
were considered “aggressive” in that the solicitor attempted to contact 
the user offline. These are the episodes most likely to result in actual 
victimizations.

	 3.	Additionally, in this study 4% of those surveyed were asked for nude or 
sexually explicit pictures of themselves. Of more concern may be the find­
ing that less than 5% of these were reported to law enforcement officials 
or the Internet provider. In many jurisdictions, these constitute criminal 
requests to produce child pornography (Wolak et al., 2008).

	 4.	In the study, 4% said they were upset or distressed as a result of these 
online solicitations. These are the youth most immediately harmed by the 
solicitations themselves.

	 5.	These researchers also reported an increase in online harassment and bully­
ing. Many of these episodes occur from confrontations in school from individ­
uals who know each other. Most of those who were harassed were females.

Two interesting questions have been raised about the Internet and sexual 
exploitation (Wolak et al., 2008; Ybarra & Mitchell, 2008). First, does the Internet 
make children more accessible to offenders? And if offenders participate in sex 
sites and have easier access to child pornography, does this “trigger” the offense, 
or would it have occurred anyway? Both answers are speculative, and additional 
research is imperative to more fully understand the complexities of the Internet 
and child exploitation.

With respect to the first question, the Internet can make children more acces­
sible to offenders through social networking sites, email, and texting in a manner 
that is more anonymous and outside the supervision of parents. Children may also 
find the “privacy” and anonymity of electronic communication more conducive to 
discussions of intimate relationships than in a face-to-face situation.

With respect to the second question, there are suggestions that the Internet 
can facilitate sexual offending such as pedophilia via the rapid exchange of images, 
the locating of victims, and development of networks (e.g, Beech, Elliott, Birgden, 
& Findlater, 2008; McDonald, Horstmann, Strom, & Pope, 2009). The rationale 
suggested is as follows (see Wolak et al., 2008):

•	 There is easier access to child pornography, which can evoke or promote 
interests in children.

•	 There are Web sites and Internet groups that explicitly encourage and 
legitimize sexual behaviors with youth.
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•	 There is the initial anonymity for contact and solicitation of a child. Social 
networking sites and chat rooms make access easier.

As Wolak et al. (2008) noted, alternative hypotheses should be considered. In 
the end, much more in-depth research is needed, particularly in an area that is 
both new and often times more difficult to investigate.

Exposure to Violence on the Internetâ•… Concerns about children and ado­
lescents’ use of the Internet are not limited to sexual content. Exposure to violent 
or hateful content has also been among the types of materials considered risky. 
Among these types of content are Web sites for terrorism and other radical vio­
lent organizations. Some online archives provide instructions for making bombs 
or other weapons. Since the events of September 11, terrorist groups make exten­
sive use of the Internet to recruit and spread propaganda. Chapter 10 in this vol­
ume offers an excellent insight into this type of terrorist activity. The proliferation 
of hate speech and hate groups has also become easily accessible on the Web. A 
report by the Simon Wiesenthal Center (2009) indicates that in the past decade 
there has been a tenfold increase of Internet-based hate groups that make exten­
sive use of social networking sites for recruitment.

In an extensive survey of European countries, the EU Kids Online project 
(Livingstone & Haddon, 2009) found that seeing violent or hateful content was 
experienced by approximately one-third of teenagers, making it one of the higher 
risk concerns. One problem, however, was that the severity and nature of the vio­
lent content encountered was not well researched, mainly for ethical reasons.

This is one of the major research problems in this area. It is difficult in these 
studies to separate out the content one could see offline anyway and simply use the 
Internet as a medium for viewing. It is true that the Internet allows children and 
adolescents easier access to materials we already consider risk related (violence on 
TV and film, video game violence), but a more important question is the role that 
material “unique” to the Internet might play in aggressive behaviors. The research 
in this area is limited, and as some have suggested we do not really yet know how 
many youth are “intentionally” viewing violent Web sites or are being exposed to 
graphic realistic violence (Hamburger et al., 2009). As we already noted regarding 
child predators, we are still in need of further research on the unique role of the 
Internet content in these areas.

However, some recent research does suggest that the types of materials found 
exclusively on the Internet may have a relationship to aggressive behavior. In a 
national survey of youth, Ybarra et al. (2008) found an association between the 
viewing of Internet violence and self-reported seriously aggressive behavior. While 
exposure to violence in the media overall was related to aggressive behavior, youth 
who reported that many or all of the Web sites they visited depicted real people 
fighting, shooting, or killing were five times more likely to report engaging in seri­
ously violent behavior. These types of sites seemed to be unique to the Internet 
and included (1) hate sites, (2) Web sites showing pictures of dead people or people 
dying, or a “snuff” site, (3) Web sites showing satanic rituals, (4) Web sites showing 
pictures of war, death, or “terrorism,” or (5) Web sites showing cartoons, such as 
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stick people or animals, being beaten up, hurt, or killed. The authors speculated 
that the interactive environment of the Internet and the depiction of real people 
engaged in violence may explain the stronger association with reported seriously 
violent behavior. We need to keep in mind that this is a cross-sectional design study 
and does not establish causality.

Another national survey conducted in Taiwan also suggests some unique con­
tribution of the Internet to youth aggression. In a survey of over 9,000 adolescents, 
Ko, Yen, Liua, Huang, and Yen (2009) found that heavy users of the Internet were 
more likely to self-report aggressive behavior during the past year. This was the 
case after controlling for the viewing of violent television programs. This reported 
aggression also occurred more often in students who were involved in online chat­
ting, adult sex Web sites, online gaming, online gambling, and bulletin board 
systems. The authors suggest that these later activities offer both anonymity and 
group identification.

Another concern, suggested earlier, is the proliferation and access to hate 
groups and other potentially violent organizations through Web sites, chat rooms, 
and other Internet platforms that have the potential to recruit, organize, and rein­
force individuals for aggressive-related behaviors. In his book on democracy and the 
Internet, Republic.com, Sunstein (2001) acknowledges the risks we encounter with 
an open and uncensored Internet. Using one example for the group Unorganized 
Militias, he noted:

A crucial factor behind the growth of the Unorganized Militia has been the 
use of computer networks, allowing members to make contact quickly and 
easily with like-minded individuals to trade information, discuss current con­
spiracy theories, and organize events. (p. 22)

A number of excellent discussions in this volume on in-group attachments (see 
Chapters 2 and 10) speak to Sunstein’s (2001) assertion. The question considered 
earlier, however, about the uniqueness of the Internet from offline exposure to 
violent materials can also be raised with regard to hate or radical groups. While 
there is an increase in the proliferation of these groups as well as (1) examinations 
of their content (e.g., Douglas, McGarty, Bliuc, & Lala, 2005) and (2) speculation 
of their influences, there is little systematic research on the specific influences 
of these online sites and discussion groups for subsequent offline behaviors. In a 
recent review of this literature, McDonald, Horstmann, Strom, and Pope (2009) 
noted that the efficacy of Web-based hate groups is still unclear.

A recent study by Wojcieszak (2009) does suggest that participation in radical 
online groups, such as neo-Nazis, increases offline actions that support neo-Nazi 
movements as well as in actions that promote these movements. This study cer­
tainly has a number of limitations such as causality, self-selection, and validity of 
behavioral outcomes. Nevertheless, it examines the role of the Internet as an alter­
native to traditional face-to-face socialization in underanalyzed communities.

Sexual Violenceâ•… While it is important to examine the unique characteristics 
of Internet content, we should not summarily dismiss the inadvertent (or perhaps 
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intentional) exposure to materials children or adolescents would have difficulty 
viewing offline. One concern raised about children and adolescents’ interaction 
with the Web is the inadvertent exposure not only to extreme forms of violence 
but also to sexual violence (e.g., Donnerstein, 2009; Feilitzen, 2009; Strasburger 
et al., 2010). To date, there has been virtually no research on the effects of expo­
sure to sexual violence on adolescent viewers, although researchers have specu­
lated on its impact (e.g., Malamuth & Impett, 2001; Donnerstein & Smith 2001; 
Wright, Malamuth, & Donnerstein, 2010). For ethical reasons these studies are 
nearly impossible to undertake. However, numerous studies involving college-age 
students have revealed that depictions of sexual violence in the media can promote 
antisocial attitudes and behavior. Given that some of this research has involved 
R-rated films, there is every expectation that adolescents and children would be 
exposed to these types of materials via the Internet. Particularly detrimental are 
violent images in pornography and elsewhere that portray the myth that women 
enjoy or in some way benefit from rape, torture, or other forms of sexual violence 
(e.g., Donnerstein, 2000, 2008; Harris, 2009). If anything, we might expect even 
stronger effects of such content on younger viewers who may lack the necessary 
critical viewing skills and the experience to discount these portrayals. To an ado­
lescent who is searching the Web for information about relationships, the inad­
vertent exposure to sexual violence may be a potent source of influence on initial 
attitudes toward sexuality.

Summaryâ•… In many ways the issue of Internet violence is perhaps at a place 
that video game violence was a decade ago. There is a good deal of speculation and 
theoretical assumptions to assume that the Internet will be a substantial factor in 
the development of aggression. What brought video game violence to the forefront 
was solid empirical and theory-driven research (e.g., Anderson et al., 2007, 2010). 
We are beginning to see this within the realm of research on the Internet and vio­
lence. In considering the future of this research, a number of individuals review­
ing this research across various countries have pointed to areas that need specific 
consideration (e.g., Livingstone & Haddon, 2009; McDonald et al., 2009). Some of 
these recommendations are as follows:

	 1.	Longitudinal research to examine the causal relationships between online 
participation and engaging in criminal acts

	 2.	The major risk factors (i.e., individual, environmental, social) that are 
related to someone “acting” on this Internet exposure

	 3.	Given the increasing use of the Internet by younger children (under the 
age of 12), there is a need for specific research on this population. In par­
ticular are studies on those in the under-6-year-old range who will have 
less capacity to “cope” with riskier online content.

	 4.	Research on expanding platforms like mobile phones and virtual game 
environments as well as peer-to-peer exchanges

	 5.	Increased research on public health issues like self-harm, suicide, drugs, 
and addiction
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Conclusion
In this chapter we set out to address the issues surrounding the effects of exposure 
to media violence on primarily children and adolescents. This is not a new endeavor, 
as many in the psychological community have written about these varying effects 
for decades (e.g., Anderson et al., 2010; Huessman, 2007). For many, there has been 
the overall assumption that exposure to mass media violence can be influential in 
the behavior and attitudes of children, adolescents, and even adults. My intent in 
this review was not to reiterate what has been focused on in the past but rather 
to expand the discussion to newer technologies, in particular the Internet. In this 
manner the focus becomes one on mediated violence and examines the varying 
mediums youth have at their disposal for being exposed to what we would consider 
risk-related content.

In reflecting on this brief review, it would be safe to conclude that the mass 
media, in all its domains, is a contributor to a number of antisocial behaviors and 
health-related problems in children and adolescents. We must keep in mind, how­
ever, that the mass media is but one of a multitude of factors that contribute and, in 
many cases, is not always the most significant. Nevertheless, it is one of the factors 
in which proper interventions can mitigate its impact and, furthermore, can be 
controlled with reasonable insight (Strasburger et al., 2010).

Unlike the more traditional mediums for exposure to media violence, there is 
general agreement that considerably more research is needed with regard to the 
Internet in its role as a technology for the learning, social, and cognitive develop­
ment of children and adolescents. There is no question that we need to enrich our 
understanding of these new technologies as more and more children come online 
and the technology itself changes and expands.

When thinking about these newer technologies we should keep in mind what 
Huesmann (2007) noted about the decades of research and theory on traditional 
media. This extensive research and theory development has provided us with sig­
nificant insights into the role new technology will play in the development and 
mitigation of aggressive behavior. As some have said, “The technology conduit may 
be changing, but the influential processes (e.g., priming, activation and desensiti­
zation) may be the same” (Ferdon & Hertz, 2007, p. 55).
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Intergroup Conflict?
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University of Pennsylvania

A rguably the most important political event of the albeit still young twenty-
first century was a case of intergroup conflict in which supernatural beliefs 
played a pivotal role. The attack on the World Trade Center in New York 

City, the Pentagon in Washington, D.C., and the foiled attack by the hijackers of 
United Airlines Flight 93 on September 11, 2001, was motivated by intergroup con­
flict but was made possible in no small part because the perpetrators had beliefs 
about the afterlife. While we do not attempt here to sort out the many causal ante­
cedents of this attack, which are undoubtedly complex (see also Chapters 2, 10, and 
16 in this volume), we do propose an explanation for the broader phenomenon: why 
people entertain supernatural beliefs and their relationship to intergroup conflict.

Introduction
True beliefs are useful, so much so that philosophers have argued that the only 
thing minds are good for is “the fixation of true beliefs” (Fodor, 2000, p. 68), senti­
ments that have been echoed by others (e.g., Dennett, 1987; Millikan, 1984; for a 
recent discussion, see McKay & Dennett, 2009). The general idea is intuitive and 
compelling: true beliefs aid in accomplishing goals and, with appropriate inference 
machines, in generating additional true beliefs.

Symmetrically, false beliefs are, in general, less useful. Acting on the basis of 
beliefs that do not capture something true about the world can lead to any number 
of bad outcomes. False beliefs about what is edible can lead to poisoning, false 
beliefs about what is sharp can lead to cuts, and so on. False supernatural beliefs, 
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as Wright (2009) recently documented, cause their bearers to engage in an array 
of costly behaviors, including enduring—even self-inflicting—severe harm and, 
from an evolutionary standpoint, the most costly choice of all, electing to forgo 
reproduction (see also Iannaccone, 1992).

In light of these arguments, one would expect minds—absent some selective 
force—to be designed to resist adopting false beliefs. There are, however, impor­
tant exceptions. Consider binary decisions such as fleeing or not fleeing from a 
potential predator in which the costs of errors (misses, false alarms) and the ben­
efits of being correct (hits, correct rejections) are asymmetrical. In such cases, if 
the system is forced to adopt one belief or other and to act on the basis of the belief, 
selection will not favor maximizing the probability of true belief; it will rather 
maximize expected value (Cosmides & Tooby, 1987; Green & Swets, 1966). That 
is, if we assume that there must be a belief either that the predator is present or 
that it is absent (as opposed to some probabilistic representation), then even weak 
evidence should give rise to the (likely false) belief that the predator is present so 
that the appropriate action (i.e., fleeing) can be taken.

This principle is reflected in the design of both human artifacts, such as the 
smoke detector, and human physiology (Nesse, 2001, 2005; Nesse & Williams, 
1994). A smoke detector cannot signal that there might be a fire, so it signals that 
it “believes” there is one even on scant evidence. In humans, all-or-none defenses 
such as the immune system (Nesse, 2001) reflect the same idea.

This principle governs the design of evolved mechanisms for inferences about 
the state of the world across any number of domains. As Wiley (1994) put it, rather 
than maximize percent correct, “basic decision theory suggests that a criterion 
should maximize the expected utility for the receiver…” (p. 172). Wiley shows, 
using a standard signal detection analysis, that selection can favor “adaptive gull­
ibility” (i.e., erring on the side of false positives in the context of mating) and “adap­
tive fastidiousness” (i.e., erring on the side of misses in the context of detecting 
prey). The propensity for error—false “beliefs” about what is and is not a mate or 
prey—is built into these mechanisms because selection will sift in design space 
for designs that maximize fitness rather than accuracy. This is as true for evolved 
human systems as it is for other organisms’ systems (Haselton & Buss, 2000; Nesse 
& Williams, 1994; Tooby & Cosmides, 1987).

There is a second important selection pressure that can counteract the tendency 
for evolution to favor truth-preserving belief systems. This pressure arises in the 
context of strategic interactions, in which individuals’ payoffs are affected by oth­
ers’ actions (von Neumann & Morgenstern, 1944; Smith, 1982). To see the potential 
advantages of false beliefs, denote p as the true state of the world and p* as a false 
belief (p ≠ p*). Suppose ego is better off in terms of social advantages if everyone 
believed p* rather than p. (Suppose p* is that ego is highly intelligent, for example.) 
Suppose further that ego, by herself believing p*, increases the chances that others 
will adopt p*. (We assume that “genuine” belief can have advantages over simply 
dissembling, perhaps by virtue of the probability of persuasion; Trivers, 2000.) In 
such a case, by virtue of the effects p* has on others’ behavior, it can be advanta­
geous for ego to believe p* (Nesse & Lloyd, 1992; Trivers, 2000). So-called positive 
illusions (Taylor & Brown, 1988) might be such cases, in which false positive beliefs 
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about oneself can aid in persuading others to adopt this strategically advantageous 
belief p* (Kurzban & Aktipis, 2006, 2007). Systems can come to be designed to 
generate and adopt p*’s as long as the costs of the false belief do not outweigh the 
strategic benefits (Kurzban, in press).

It is important to bear in mind both the power and the limits of this type of 
argument. Putative cases of design to bring about false beliefs must respect the 
distinction between, on one hand, when the decision one makes in and of itself 
determines one’s payoff and, on the other hand, when the decision one makes and 
what one communicates to other agents affects one’s payoff.

The distinction is important because the relentless calculus of decision theory and 
natural selection punishes mechanisms that do not maximize expected value. Holding 
aside what is communicated to another individual—and thereby potentially changing 
his or her behavior and, in consequence, the decision maker’s downstream payoff—a 
mechanism that maximizes expected value cannot be beaten. (Maximizing expected 
value is, of course, not the same as maximizing percent correct, as indicated already.)

Substantial confusion surrounds this point. For example, consider the putative 
benefits of being “too” optimistic. Systems that generate errors that cause one to try 
more than one “should”—given the expected value of trying or not trying—will lose 
the evolutionary game to systems that maximize expected value. There is no way 
around this. The contemporary emphasis on “positive thinking” may also involve a 
variety of significant costs for similar reasons (see also Chapter 8 in this volume).

Some models also purport to show that error can be advantageous even without 
consideration of the strategic advantages of influencing others’ behavior. However, 
these models succeed only because they artificially penalize strategies that maxi­
mize expected value. Nettle (2004), for example, models a decision in which com­
munication plays no role, so an algorithm that maximizes expected value cannot 
be beaten by any other strategy without giving nonmaximizers help. In the model, 
“optimists”—who overestimate the chance of success—are given exactly such help: 
the model’s “rational” (nonoptimistic) agents rely on and use completely inaccurate 
estimates of the chance of success. When (rational) agents have no information 
at all about the chance of success, they should use the decision-theoretic correct 
estimate of .5 in making their decision. It is true that when the expected payoff 
of trying is higher than the expected cost of failing, then “optimists” are better 
off than the “rational” agents (and symmetrically for pessimists; see also Haselton 
& Nettle, 2006), but the model’s “optimists” and “pessimists” win only because 
they throw out the misleading information that the “rational” agents do not. As we 
explore subsequently, one prominent model of supernatural punishment runs into 
this problem as well.

Outside of cases such as these, as far as we know (McKay & Dennett, 2009), in 
which there is an advantage to error because of considerations of decision theory 
or the value of the communicative effect of one’s decisions, one would not expect to 
find mechanisms designed to adopt false beliefs. Further, one would expect human 
computational architecture to be designed to reject false beliefs, given their poten­
tial costs.

From this perspective, the fact that humans seem to have mechanisms that 
endorse supernatural beliefs—which are (by assumption) guaranteed to be 
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false—is puzzling. First is the bare fact that humans seem not just disposed but 
also positively eager to endorse supernatural beliefs (Dawkins, 2006; Dennett, 
2006). Second, these beliefs seem to have high costs. Even holding aside the 
relationship between supernatural beliefs and intergroup conflict—the subject 
here—supernatural beliefs seem to play a large role in any number of costly 
behaviors. This would include things like time-consuming (but useless) prayer, 
building monuments to nonexistent gods, sacrificing goats or other animals with­
out consuming them, doing rain dances, and taking risks because of predictions 
of divine intervention.

So, holding aside the two previous arguments, selection should, everything else 
equal, have eliminated belief-generation mechanisms that had the property of gen­
erating and acquiring supernatural beliefs. Why, then, are supernatural beliefs so 
pervasive in our species?

Theories of Supernatural Belief
Many scholars have addressed the issue of the origin of supernatural belief. Here 
we discuss only a few prominent models, which, broadly, fall into two classes. The 
first class is by-product explanations. On this view, humans have mechanisms 
designed to construct, transmit, and acquire representations for one function, and 
supernatural beliefs emerge as a side effect of the way these systems operate. We 
review these first and then turn to the second possibility: that the mechanisms that 
generate supernatural beliefs are designed for precisely this function.

By-product Views

One of the most prominent by-product models of supernatural beliefs begins with 
the broad idea that people transmit information socially. People learn from one 
another in part because there are tremendous cost savings in socially rather than 
individually learning information (Boyd & Richerson, 1985). Further, given social 
learning, it follows that, by virtue of the way that learning mechanisms operate, 
some kinds of ideas, beliefs, and practices will be more likely to be generated, 
recalled, and transmitted than others (e.g., Sperber, 1985). This is a natural conse­
quence of any social learning system, and this idea is easily seen in the domain of 
language, in which various rules constrain the grammar entertained by language 
learners (Pinker, 1994).

From this, it follows that, by an evolutionary process, certain ideas will tend to 
persist and be observed over time more than others. Ideas that are “sticky,” having 
properties that make them memorable and transmitted (Bartlett, 1932), will be 
observed more than those that do not “fit” with human cognition.

One of the major models surrounding supernatural beliefs—the “ontological 
heresy” (OH) model—begins with this idea and turns on one important element of 
learning systems: that there seem to be categories of entities that the mind is pre­
pared to learn about. Each of these categories comes with a set of defining char­
acteristics that apply to all entries within it, so when a new entry is added many of 
its features are “automatically” assigned, eliminating the need to relearn them. For 
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example, categories like PERSON, ANIMAL, TOOL, PLANT, or OBJECT each 
provide a scaffolding of inferences on which to build new concepts. When learn­
ing about a new animal, people do not need to relearn that the animal’s innards 
resemble those of conspecifics, that it has offspring that grow into adults, that it 
moves of its own accord and pursues goals, and so on. These inferences are auto­
matically provided by the ANIMAL category.

The OH model highlights that supernatural beliefs tend to be representations 
that conform to ontological templates but, crucially, depart from them in a particu­
lar way and that this combination—conformity plus exception—gives rise to their 
“stickiness.”

Consider a ghost, which is a PERSON but violates the usual template in that 
it passes through objects and, most importantly, is not alive, a critical feature of 
a PERSON. A ghost, then, can be understood as a PERSON—preserving most 
PERSON-related properties (e.g., has a mind, moves around) plus violations—a 
ghost can pass through solid matter whereas people cannot.

Boyer and Bergstrom (2008) recently wrote about ideas such as ghosts:

Such notions are salient and inferentially productive because they combine 
specific features that violate some default expectations for the domain with 
nonviolated expectations held by default as true of the entire domain (Boyer, 
1994). These combinations of explicit violation and tacit inference are cultur­
ally widespread and constitute a memory optimum (Barrett & Nyhof, 2001; 
Boyer & Ramble, 2001). This may be because explicit violations of expectations 
are attention-grabbing, whereas preserved nonviolated expectations allow one 
to reason about the postulated agents or objects (Boyer, 1994). (p. 119)

The key point is the notion of a “memory optimum.” On this view, supernatu­
ral beliefs persist as a by-product of the fact that human computational systems 
“like” representations that allow one to reason about them (the PERSON part of a 
ghost or spirit) combined with the fact that we also attend more to ideas that violate 
our expectations (the nonliving component of being a ghost). Supernatural beliefs, 
on this view, persist as a by-product of mechanisms designed for inferences and 
attention.

A related by-product view is that some beliefs, by virtue of their content and 
their tendency to move from one head to another, replicate themselves not because 
the beliefs are useful to the people who have them but simply because they are 
the sorts of beliefs that lead to their own propagation. Dennett (2006) argues that 
religious systems of belief seem to have properties that make them good at repli­
cating themselves, including the injunction to transmit information to children, to 
reproduce, and to conquer and convert others. These features of a belief system, he 
argues, contribute to the spread of the beliefs themselves.

There are three primary difficulties of these models. First, as the costs of 
supernatural beliefs increase, so does the strength of selection to “clean up” the 
system, making by-product claims less plausible. That is, by-product explanations 
are unlikely to the extent that costs are high and selection could have selected out 
these supernatural-belief-generation systems without compromising the system 
that these belief-generation systems are a by-product of. We believe that these 
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costs are, indeed, high and that there is no reason to think selection could not 
have modified learning systems to resist, rather than endorse, supernatural beliefs. 
Second, by-product hypotheses explain why supernatural beliefs are memorable 
but not why supernatural beliefs are endorsed (Dennett, 2006). These are two 
importantly distinct claims. Finally, models such as Dennett’s rest on largely 
domain-general and content-free learning systems, which, from an evolutionary 
view, are unlikely to characterize human psychology (Tooby & Cosmides, 1992).

Adaptationist Views

The second class of arguments suggests that the mechanisms underlying super­
natural belief acquisition are designed to adopt them. On this view, there is some 
advantage to having supernatural beliefs, and this advantage explains the existence 
of the mechanisms designed to generate and adopt them.

One prominent account is that supernatural beliefs “steered individuals away 
from costly social transgressions resulting from unrestrained, evolutionarily ances­
tral, selfish interest (acts which would rapidly become known to others, and thereby 
incur an increased probability and severity of punishment by group members)” 
(Johnson & Bering, 2006, p. 219). That is, those with supernatural beliefs—partic­
ularly false beliefs about punishment and the afterlife—would have avoided actions 
that would have led to costs in the real world, thus making them better off.

This argument is a game theoretical argument that agents with these super­
natural beliefs could invade a population of agents without them. In evaluating 
this argument, the key is to consider a population at equilibrium. This would be 
a population of agents who maximize expected value. In a world in which some 
acts are punished, maximizing expected value entails taking into account the 
probability of detection and the costs of punishment. Maximizing individuals 
do not take advantage of all opportunities for selfish, norm-violating gain; they 
take advantage of opportunities with positive expected value. Johnson and Bering 
(2006) assume this issue away: “As long as the net costs of selfish actions from real-
world punishment by group members exceeded the net costs of lost opportunities 
from self-imposed norm abiding, then god-fearing individuals would outcompete 
non-believers” (p. 219). However, there is no reason to think that the default state 
is a design that favors engaging in (selfish) actions with negative expected value. 
Indeed, the reverse is the case. Selection should continuously push computational 
mechanisms toward such optima, subject to all the usual constraints (see, e.g., 
Dawkins, 1982). In the absence of an argument about a constraint that is pushing 
the design off this optimum, game theoretic models must assume expected value 
maximization as the default.

Further, even if one were to assume that at some point a population were out 
of equilibrium in this way, such a population is always invadable—again, by agents 
who do not adopt outcome-reducing supernatural beliefs. If the social world were 
like poker, consider the cost of having the view that those who bluff will endure 
endless punishment in the afterlife (and, therefore, never bluff). Such people are 
at a disadvantage and will lose, eventually, to those who use bluffing as a tactic, 
unhindered by false beliefs about the costs.
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A second adaptationist argument for supernatural beliefs turns on the value of 
such beliefs in the context of signaling to others (see Chapter 9 in this volume on 
the value of signaling in the context of anger). Arguments of this nature draw on 
the behavioral ecology literature, especially models that show that some signals 
evolve because of, rather than in spite of, their cost (Grafen, 1990; Zahavi, 1975). 
The typical example is the peacock’s tail. Because the large tail has great energetic 
costs and makes one vulnerable to predation, only very healthy and high-quality 
organisms can afford to support them. For this reason, peahens that select pea­
cocks with such tails as mates are at an advantage.

In the context of religion, it has been argued that enduring the high costs 
imposed by religions (e.g., physical harm, deprivation of food and water, labor 
requirements) send signals to others (Irons, 2001; Sosis & Alcorta, 2003). In par­
ticular, it has been argued that these costs commit those who endure the costs to 
the group. (See Henrich, 2009 for a recent related but distinct idea.)

However, care must be exercised in the relationship between cost and signal. 
In the case of the peacock’s tail, the cost conveys something about quality as an 
intrinsic feature of the cost. Poor-quality peacocks simply cannot endure the cost. 
The same argument does not apply to costs and commitment. Enduring a cost to 
enter a group does not, as an inherent consequence of the cost, prevent someone 
from defecting or leaving the group. All costs in this sense are sunk, as are costs 
that are imposed while one is in the group (such as a tithe).

Performing rituals can indeed be costly, and such rituals often include super­
natural beliefs as justification. Enduring such costs might be signaling something. 
However, it is not clear that these costs honestly signal commitment, given that it 
is possible to endure costs and then leave the group. Having said that, some kinds 
of signals might, in fact, make leaving more difficult. We now turn to this issue and 
our own view of the function of supernatural beliefs.

Supernatural Beliefs as Commitment Devices

The Value of Commitment

Difficulties with existing explanations for supernatural beliefs suggest that it might 
be worthwhile to look for alternatives. The idea sketched here requires several 
inferential steps and is therefore perhaps not the most elegant model, but it argu­
ably solves the problems with previous models.

We begin with the premise that human evolutionary history was character­
ized by shifting coalitions and alliances (DeScioli & Kurzban, 2009; Kurzban & 
Neuberg, 2005; Cosmides, Tooby, & Kurzban, 2001; Sidanius & Kurzban, 2003; 
Tiger, 1969; Tooby, Cosmides, & Kurzban, 2003). This is not to say that some alli­
ances weren’t relatively stable, such as those arranged along kin lines, as observed 
in other species, such as baboons (Cheney & Seyfarth, 2007). The argument turns 
only on the notion that there was some volatility in alliances.

We further assume that, in a world of alliances, being a member of an alliance 
is a benefit, and, symmetrically, not being a member of an alliance is a cost. Once 
people can form alliances, individuals left out of the protection of a group are 
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subject to easy exploitation. Evidence that people derive pleasure from member­
ship in groups (Baumeister & Leary, 1995) and experience pain when excluded 
from them (Chapters 3 and 13 in this volume) is indicative of motivational systems 
executing this function.

In this hypothetical world of shifting group memberships, there would, of 
course, be many dimensions along which people are evaluated for possible mem­
bership in a group. These would presumably have to do with properties of the 
individual, such as skills, intelligence, physical condition, and social connections.

While these properties are all no doubt important, one key parameter might 
be the extent to which an individual is viewed as likely to change sides as the 
fault lines of conflict shift. When alliances are dynamic, a member who can, when 
opportunity arises, shift to the competing group is extremely dangerous. This sug­
gests that the ability to signal that one will not—or, even better, cannot—switch 
alliances can be a benefit, rather than a cost, because committing can make one 
a more valuable group member (Frank, 1988). This idea is a specific case of the 
general notion that removing one’s own options can be strategically advantageous 
if it is signaled to others (Schelling, 1960).

This idea might help to explain various practices surrounding group member­
ship. Scarification—the practice of making permanent marks on one’s skin with 
colors or shallow cuts—might be designed to help persuade others that one is com­
mitted to one’s group (e.g., Rush, 2005). To the extent that rivals would not accept 
an individual with these permanent marks into their group, these signals are hon­
est in the technical sense of the term.

Scarification and tattoos (like false beliefs) can be dangerous, leading to the 
possibility of damage or infection. Despite this, it is still practiced widely, pointing 
to the possibility of an evolved appetite for visible signals of commitment, whether 
to groups or romantic partners.

Supernatural Beliefs as Loyalty Signals

Beliefs, unlike scars and tattoos, are invisible and easily revised. Spoken statements 
are themselves ephemeral, limiting their effectiveness as commitment devices. 
Having said that, giving rise to a belief in another person’s head can, under certain 
circumstances, recruit the power of commitment. For example, as Frank (1988) 
discusses, information that makes one vulnerable can be useful in this context. If 
Alfred tells Bob information that would be disastrous for Alfred should it get out, 
Alfred has, effectively, assured Bob that he won’t act in such a way that would make 
Bob unfavorably disposed toward him. When Bob knows information that would 
compromise Alfred—perhaps where to find evidence of a crime that Alfred has 
committed—Bob can be assured of Alfred’s loyalty. So, transmitting certain kinds 
of information to others can increase the extent to which they are likely to believe 
you will remain a loyal ally, which can yield important benefits.

Broadcasting beliefs might allow commitment. For example, public statements 
of loyalty to a particular group—or antipathy for other local groups—might help 
assure potential allies of one’s commitment. However, talk is cheap, and such 
pronouncements do not bind one’s actions in the same way that tattoos, scars, or 
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disclosing incrimination information does. Opinions can change; apologies and 
restitution can be made.

Some statements, however, might make one what Boyer (personal commu­
nication, October 20, 2007) has called “unclubbable,” meaning undesirable as 
a member of a group or community. Such statements, according to the logic of 
commitment above, are, to be clear, potentially good things: from the stand­
point of commitment to a group, ways to disqualify oneself from alternative 
group memberships are the goal.

Consider the following statements:

	 1.	*Christopher Columbus discovered America in 1215.
	 2.	*The earth is flat.
	 3.	*I enjoy eating my own feces.

Statements 1 and 2, in modern times, would, it seems reasonable to say, invite 
relatively negative evaluations. Everything else equal, people prefer group mem­
bers who do not have beliefs that are thought to be obviously false. However, even 
if it were known that someone had such false beliefs, he or she would not necessar­
ily be subject to social exclusion.

Statement 3, in contrast, as long as it is not said in obvious jest, would be par­
ticularly likely to elicit negative evaluations. As the literature on social stigma 
suggests, such deviations from normal human behavior elicit very strong negative 
evaluations (Kurzban & Leary, 2001).

The problem with 1 and 2, then, is that they are not strong enough—they 
don’t make you unclubbable in any group. Statement 3, in contrast, is too strong; it 
makes you unclubbable in every group.

So, to solve the commitment problem, what is required is the sincere endorse­
ment of a belief that makes one unclubbable in every group except the group to 
which one is trying to signal loyalty. What sort of belief will make one a poor 
candidate for group membership in nearly every group except the one that one is 
currently in or wishes to commit to?

To return to Statement 3, what makes someone unclubbable about this is the 
departure from canonical human nature. Human social cognitive systems appear 
designed to sift through the social world, evaluating others as potential mates, 
allies, and group members. Departures from the skeletal structure of basic fea­
tures of human nature act as cues that count heavily against candidates for social 
interaction (Kurzban & Leary, 2001).

Recall our discussion of Boyer’s (1994) ideas surrounding intuitive ontology. 
To a first approximation, by virtue of shared human computational architecture, 
people share intuitive ontological commitments. Supernatural beliefs violate these 
commitments. In this sense, supernatural beliefs are singularly good at making one 
appear to have beliefs that violate fundamental causal intuitive principles. In this, 
they are very different from garden-variety false beliefs. Beliefs 1 and 2 are false, 
but their falseness does not come by virtue of a conflict with intuitive ontology.

In this sense, supernatural beliefs might be well suited to making one unclub­
bable because they connote deviation from the species-typical design. Individuals 
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who do not respect the basic principles that govern causal reasoning about funda­
mental categories in the world—ARTIFACTS, ANIMALS, and PEOPLE—are by 
and large seen (with a key exception) as mentally ill.

The Diagnostic and Statistical Manual (DSM) reflects this idea. In the DSM, 
fourth edition, text revised (DSM-IV-TR), a delusion is defined this way: “A false 
belief based on incorrect inference about external reality that is firmly sustained 
despite what almost everybody else believes and despite what constitutes incontro­
vertible and obvious proof or evidence to the contrary” (APA, 2000). Harris (2005, 
p. 821) points out the similarity between a supernatural belief and a delusion: “We 
have names for people who have many beliefs for which there is no rational justi­
fication. When their beliefs are extremely common we call them ‘religious’; other­
wise, they are likely to be called ‘mad,’ ‘psychotic,’ or ‘delusional’” (p. 72).

The key point is that supernatural beliefs will be easily identified by people as 
false because of people’s intuitive ontological commitments. This will lead people 
to infer that the person who endorses such beliefs—and “firmly sustains” them—
is, to a first approximation, insane. The mentally ill are one of the most heavily 
stigmatized groups (Corrigan, 2005).

This has one very large exception, as indicated by the definition in the DSM-
IV-TR. False beliefs that that are shared by “almost everybody else” are not con­
sidered delusions. Consider the following:

	 4.	*Eating another person gives you access to his or her soul.
	 5.	*If a special person says special magic words in a special building, certain 

crackers turn into the body of a person who was alive but is now dead.
	 6.	*A certain kind of tree can be made to fruit if a pretty woman kicks it.
	 7.	*Keeping your dead grandmother’s hair in a jar keeps her spirit around.

First, it is worth asking if one can intuit which of these beliefs are supernatural 
beliefs culled from the world’s cultures and which are delusional beliefs culled 
from the clinical literature. (Note that 4 and 7 are drawn from clinical accounts, 
whereas 5 and 6 are religious beliefs.)

People who endorse such beliefs might be taken for either mentally ill or not, 
depending on the social context in which such beliefs are uttered, specifically 
whether the supernatural belief is commonly held by the other people in a social 
group. Among those who believe in transubstantiation, 5 will not make one appear 
mentally ill. Indeed, endorsing this belief not only does not elicit exclusion but, in 
fact, in some communities is also essentially a requirement for inclusion. Wright 
(2009) quotes an interesting observation of this general phenomenon suggested 
by the Apostle Paul, who asks, if “the whole church comes together and speaks in 
tongues, and outsiders or unbelievers enter, will they not say that you are out of 
your mind?” (p. 270).

The very first commandment, of course, echoes this idea. The call to mono­
theism, and the harsh punishments in the Old Testament for polytheism, is con­
sistent with the idea that supernatural beliefs are for preventing membership in 
other groups. The first commandment essentially prevented switching in a world 
in which other groups were worshiping multiple deities. In this sense, the modern 
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practice of religious tolerance can be seen as evidence for, rather than against, our 
position. The massive efforts that must be made to try to get people to be tolerant 
of others’ religious views suggests that this is not the default state.

Relatedly, Iannaccone (1994), drawing on earlier arguments by Kelley (1986), 
suggests that religious groups are successful because the things that make them 
distinctive “invite ridicule, isolation, and persecution” (p. 1182) and that such 
groups “demand of members some distinctive, stigmatizing behavior that inhibits 
participation or reduces productivity in alternative contexts…” (p. 1188). These are 
ideas that resonate closely with the notion that supernatural beliefs are effective 
ways to commit to one group over others. Note that Iannacone, however, suggests 
that the benefit of such costs has to do with public goods rather than the present 
argument. He quotes Singh (1953): “The Guru wanted to raise a body of men who 
would not be able to deny their faith when questioned, but whose external appear­
ance would invite persecution and breed the courage to resist it” (p. 31; see also 
Iannaccone, 1992). Though the present argument focuses on supernatural beliefs, 
certainly it is plausible that there are other ways to make oneself unclubbable, 
through, for instance, physical appearance or one’s choice of foods. As long as one’s 
behavior reduces the (perception of) the chance of switching groups, the present 
argument holds.

Summary

To summarize, our argument begins with the notion that supernatural beliefs that 
preclude membership in other groups are valuable because they represent com­
mitment. Supernatural beliefs, which violate the basic ontological commitments of 
evolved intuitive theories, make one appear mentally ill to those who do not share 
such beliefs, an idea reflected in modern psychiatric classification. If supernatural 
beliefs do have this property, then there could have been selection for mechanisms 
designed to generate and endorse locally distinctive supernatural beliefs. Such a 
mechanism potentially solves the commitment problem by allowing one to pre­
clude membership in any groups other than the local one.

Supernatural beliefs have advantages over other potentially distinctive local 
beliefs. For example, false beliefs about history, although they might be locally dis­
tinctive, do not preclude membership in other groups. Supernatural beliefs, unlike 
other beliefs that might be locally shared, have the particular property of com­
mitting one to the local group that shares the supernatural belief, making them 
functional in a way that essentially any nonsupernatural belief could not. This gives 
a functional explanation for Boyer’s (1994) finding regarding supernatural beliefs 
and might help to explain how the costs of false beliefs might be offset.

It seems plausible—though this is not central to the present argument—that 
rituals might be ways to signal one’s endorsement of the false belief that goes beyond 
simple statements to that effect. Taking communion, for example, might help to 
persuade others that one endorses Belief 5. Other rituals, instead of being costly 
signals, might be means of persuading others that one really endorses particular 
supernatural beliefs. This changes the value of ritual from signaling cost per se to 
signaling belief.
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Implications for Intergroup Conflict
One puzzling feature of religious conflict is the degree of antipathy between groups 
that share nearly all of their supernatural beliefs, with only a handful of such 
beliefs distinguishing them. The various antipathies of the world’s major monothe­
istic religions are well known, as is the blood spilled over details of supernatural 
beliefs among the divisions of Christianity. One might have predicted that similar­
ity reduced hostility, with, say, monotheistic Catholics most fiercely antagonistic 
toward polytheistic Hindu but less toward Mormons. This does not, however, seem 
to be the case. Despite massive overlap in large numbers of false beliefs, a tiny 
number of such beliefs that differ seem to be sufficient for striking negative emotion 
and hostility, as one sees in fights among sects. (For some data on the relationship 
between organized religion and aggression, see Chapter 19 in this volume.)

There are, of course, many possible explanations for this phenomenon, includ­
ing the fact that groups with similar beliefs might be engaged in conflict for the 
same resources (Wright, 2009) because of their proximity, but it sits well with the 
present view. If supernatural beliefs are designed specifically for the purpose of 
committing people to particular groups because of the potential for conflict, then 
it is not surprising that differences in supernatural beliefs between groups should 
breed fear and hostility.

Along similar lines, the present view resonates well with the fact that organized 
religions are the locus of trust and cooperation (Wilson, 2002). If shared supernat­
ural beliefs are a good cue to group commitment, then they ought to bring about 
emotions of trust and support. In the context of intergroup competition, mutually 
beneficial within-group transactions are very valuable. It is worth noting that there 
is nothing in and of itself that suggests that false beliefs held in common would lead 
to trust and strong community ties.

The foregoing suggests that supernatural beliefs should play a special role in 
both within- and between-group social relationships (see also Chapter 10 in this 
volume). Within groups, shared supernatural beliefs and any acts that are indica­
tive of such shared beliefs (e.g., particular rituals) should make others feel that the 
person in question is trustworthy and a loyal member of the group. This should be 
particularly the case for public activities, which would serve the function of dis­
qualifying one from membership in other groups. This is distinct from other kinds 
of beliefs. For example, false shared historical beliefs should not lead to inferences 
of trustworthiness in the same way that supernatural beliefs might.

In short, we argue that supernatural beliefs are not, in themselves, accidental 
consequences of design; neither is the fact that they are at the center of intergroup 
conflict an accidental consequence of design. On the present view, then, mechanisms 
that give rise to supernatural beliefs that cause their bearer to be feared and hated by 
others who do share the belief are functioning precisely as they were designed.
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D uring the past decade, there has been a burgeoning interest in the role of 
religiosity in family functioning and child and adolescent adjustment (e.g., 
Bridges & Moore, 2002; Mahoney, Pargament, Swank, & Tarakeshwar, 

2001) and as a resource for adults coping with stress (Pargament, 1997, 2007). The 
focus of this chapter is on the role of religiosity across the life span in predicting 
adulthood aggressiveness. We use data from a 40-year prospective longitudinal 
study to examine (1) the extent to which parental religiosity when a child is 8 years 
old is related to the child’s religiosity at ages 19, 30, and 48, and the grandchild’s 
religiosity; and (2) the extent to which grandparental, parental, and child religiosity 
act as long-term protective factors against aggressive behavior in childhood, youth, 
and adulthood.
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The Importance of Religiosity
According to the Gallup Consulting Organization (2008), 93% of Americans 18 
years of age and older reported that they believe in God or a universal spirit; 54% 
reported that religion is “very important” in their lives, and another 26% reported 
that religion is “fairly important” in their lives; 61% said that they are a member 
of a church or synagogue, and 38% said that they had attended religious services 
in the past 7 days; and 57% agreed that religion can answer all or most of today’s 
problems. In a nationally representative sample of eighth through twelfth grad­
ers, Wallace, Forman, Caldwell, and Willis (2003) found that 60% of adolescents 
reported that religion is an important part of their lives, and 50% said they attend 
religious services regularly. While comparable statistics are difficult to obtain for 
other countries, the available statistics for other Western countries are not that 
different. For example, 88% of Italians say they belong to a church, and about 30% 
say they attend regularly. According to the 1996 World Values Survey (1996), only 
about 36% of Europeans said they never (or practically never) attended church. 
Thus, while the current study focuses entirely on the United States, where most of 
the data relating religiosity to behavior have been obtained, cautious generaliza­
tions to the rest of the world are possible.

In extensive reviews of the literature on the role of religion in child and ado­
lescent adjustment, Bridges and Moore (2002) and Mahoney et al. (2001) reported 
that high levels of parent and child religiosity (most often measured by parental or 
self-reports of frequency of church attendance, frequency of prayer, and importance 
of religion to one’s life) were linked to lower levels of delinquency, behavior prob­
lems, and substance use and to higher levels of adolescent responsibility. Relatedly, 
Chapter 14 in this volume shows that forgiving is related to religion. While history 
has shown that religious devotion can promote terrorism and aggression in some 
cases (e.g., Chapter 10 in this volume), the majority of empirical research to date 
seems to indicate that religious participation is related to more positive outcomes 
in youth.

Empirical Studies of the Relation Between 
Religiosity and Aggression and Delinquency

 Johnson, De Li, Larson, and McCullough (2000) reviewed 40 studies published 
from 1985 to 1997 on the relation between religiosity and delinquency. A total 
of 30 of the 40 studies showed a negative relation between religiosity and delin­
quency. Only five studies had a longitudinal design.

Several studies have assessed the relation between parental religiosity and 
child aggression and delinquency, and most have shown negative correlations 
between parental church attendance and risk for aggression, delinquency, 
or criminality of their children (Ellis & Pettersson, 1996; Pettersson, 1991). 
Bartkowski, Xu, and Levin (2008) used data from the nationally representative 
Early Childhood Longitudinal Study-K sample (over 20,000 kindergarten and 
first graders in 1998–1999). Parental religiosity was measured by frequency of 
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church attendance, religious homogamy (similarity between parents in terms of 
frequency of church attendance), and frequency of discussions of religion with 
the child. Higher levels of each parent’s frequency of attendance and religious 
homogamy were related to most parent-  and teacher-rated measures of child 
development, including higher levels of self-control and lower levels of impul­
siveness and externalizing behavior problems. Kim, McCullough, and Cicchetti 
(2009) examined a sample of maltreated and nonmaltreated children. Among 
nonmaltreated children, parents’ importance of faith was related to lower levels 
of internalizing and externalizing behaviors in middle childhood, and parental 
religious influence seemed to be stronger when the child reported lower lev­
els of importance of religion. These effects were not observed for maltreated 
children; however, in a separate study Kim (2008) found protective effects of 
religiosity on internalizing symptoms for maltreated females. Finally, using data 
from our Columbia County Longitudinal Study (CCLS), we found that boys 
whose parents attended church more frequently when the boys were 8 years old 
were less at risk for criminality by age 30 than were equally aggressive 8-year-
old boys whose parents attended church less frequently (Huesmann, Eron, & 
Dubow, 2002). This finding held even after controlling for family interaction 
variables and the child’s IQ.

Several recent studies assessed adolescents’ self-reports of their own religi­
osity. Herrenkohl et al. (2003) used data from the Seattle Social Development 
Study. The participants were children who were high in teacher ratings of aggres­
sion at age 10. Lower probability of violence at age 18 was associated with several 
age-15 variables: attendance at religious services, good family management by 
parents, and school bonding. Pearce, Jones, Schwab-Stone, and Ruchkin (2003), 
in a sample of high-risk urban adolescents, found that religiousness assessed by 
church attendance and self-rated religiousness was associated negatively with 
conduct disorder and that “private religiousness” (e.g., prayer, reading religious lit­
erature) was associated with decreases over 1 year in conduct disorder. Regnerus 
and Elder (2003) used data from the National Longitudinal Study of Adolescent 
Health to examine whether religiosity would be most important for high-risk 
youth because religious support “provides functional communities amid dysfunc­
tion” (p. 635). The children were in grades 7–12 at time 1 and were assessed 1 year 
later as well. Under conditions of higher poverty, there was indeed a stronger rela­
tion between frequency of church attendance and “staying on track academically,” 
which included a composite of grade point average, getting homework completed, 
getting along with teachers, not being suspended or expelled, and not skipping 
school. Fowler, Ahmed, Tompsett, Jozefowicz-Simbeni, and Toro (2008) exam­
ined a sample of over 300 low-income African American and Caucasian emerg­
ing adults (average age 20 years old). Public religious affiliation (i.e., the value 
the participants held in their church membership) buffered the relation between 
exposure to community violence and substance use. Private religiousness (i.e., the 
extent to which participants indicated that their religious beliefs provided them 
with personal meaning) buffered the relation between exposure to community 
violence and deviant behavior and conduct problems, but this finding was limited 
to African American participants.
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Theoretical Explanations for Why Parental 
and Child Religiosity Should Protect 
Against Aggression and Delinquency

Researchers have reviewed theoretical explanations for potentially posi­
tive effects of parental and child religiosity on family functioning and child 
and adolescent outcomes (e.g., Bridges & Moore, 2002; Mahoney et al., 2001; 
McCullough & Willoughby, 2009; Smith, 2003). We organize these explana­
tions into three categories. The first explanation is that religion is a marker for 
other structural characteristics in the home, such as good parenting. Bridges 
and Moore and Mahoney et al. noted that religion may directly affect parent­
ing by imbuing child rearing with a moral and spiritual significance leading the 
parent to see the child as a “holy gift from God” who requires special attention 
and care or by offering specific child-rearing guidance. The authors also noted 
indirect effects of religion on parenting; that is, religiosity may enhance the 
stability and quality of, and satisfaction with, the marital relationship, as well as 
parental mental health, which in turn can promote positive parenting. Mahoney 
et al. reviewed 94 studies on the effects of religion on marital and family func­
tioning and found broad support for these direct and indirect effects of parents’ 
religiosity. For example, Gunnoe, Hetherington, and Reiss (1999) found that 
parents’ religiosity (how religion is manifested in their interactions with others) 
predicted higher levels of observed authoritative parenting (a warm, supportive 
environment coupled with high age-appropriate demands), which in turn pre­
dicted adolescents’ and parents’ reports of the adolescents’ social responsibility 
(perseverance, self-control, obedience to parents and teachers). Across several 
studies, the correlations between parental religiosity and child outcomes persist 
even after controlling for variables thought to influence both parent religiosity 
and child outcomes (e.g., socioeconomic status, the child’s cognitive ability).

Parents also impart their religious beliefs and behaviors to their children; in 
turn, as reviewed earlier, the child’s religiosity is related to lower levels of aggression 
and delinquency. Kirkpatrick and Shaver (1990) suggested that the child’s develop­
ing religious beliefs and practices are influenced by those of their parents, and this 
transmission is affected by the quality of the parent–child relationship. If the child 
is securely attached to the parent, the child is more likely to adopt the parent’s 
beliefs (see Chapter 2 in this volume). Gunnoe and Moore (2002), using data from 
the National Longitudinal Survey of Youth, found that for late adolescents and 
early adults (ages 17–22), frequency of their church attendance and importance of 
religion were predicted by earlier parental religious influences such as attending 
church as a child, maternal importance of religion, and attending religious school. 
These findings held even after controlling for family socioeconomic status and the 
child’s cognitive ability. Across studies, Flor and Knapp (2001) reported correla­
tions in the .50 range between parent and offspring religiosity.

A second theoretical explanation for religion’s potentially positive effects on 
child development is that the religious establishment provides support to help par­
ents with problem children successfully deal with the problems. This explanation 
stems from social control theory (Hirschi & Stark, 1969) and also is consistent with 
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research and theory on social capital (e.g., Coleman, 1988) and social support (e.g., 
Dubow & Ullman, 1989). Smith (2003) suggested that the religious community is 
a form of social capital that can support parental values and can provide cross-gen­
erational relationships for the child and “network closure” (dense networks of indi­
viduals who know the child and the child’s parents, so they can provide information 
to the parents about any negative child behaviors). Similarly, religious communities 
of peers and religious leaders also can provide formal as well as informal social sup­
port to parents and children; for example, parents might seek guidance from clergy 
on handling child problems, whereas children might rely on peer networks through 
their religious institutions for advice or more nondirective forms of support.

A third theoretical explanation of religion’s positive effects on child develop­
ment is that religious exposure builds strong internal self-regulating standards in 
a child, such as normative beliefs opposing aggression or faith that this is God’s 
plan and “things will get better” (e.g., Smith, 2003). McCullough and Willoughby 
(2009) reviewed studies published through July 2008 to test key propositions rel­
evant to the relation between religion and self-control. Across studies, there were 
small but significant correlations between religiosity and personality traits indica­
tive of self-control (e.g., agreeableness, conscientiousness) and self-control medi­
ated the relation between religiosity and substance use in one study (Desmond 
et al., 2008, cited in McCullough & Willoughby, 2009). In a series of five experi­
ments, Koole (2007) showed that prayer had a salutary effect on affect regulation: 
praying for a person in need was shown to promote a more positive mood. The 
promotion of positive affect is hypothesized to be protective against aggression 
and antisocial behavior. Still, despite the important experimental evidence that 
has been obtained, examining the development through childhood of internalized 
standards that promote prosocial behavior and reduce the likelihood of antisocial 
behavior as the function of exposure to religious practices and institutions requires 
a longitudinal design.

The Columbia County Longitudinal Study
In the remainder of this chapter we examine the relation between religiosity and 
aggression with data from the 40-year Columbia County Longitudinal Study. The 
CCLS is a prospective study of 856 8-year-olds who were in the third grade in 
Columbia County, New York, in 1960, when they and their parents were first inter­
viewed. The children were subsequently reinterviewed at ages 19, 30, and 48. We 
examine the continuity of religiosity from youth to adulthood and across three gen­
erations, how this religiosity relates to concurrent and future aggression within and 
across generations, and how religiosity modifies the expected trajectory of aggres­
sion from childhood to adulthood and across generations.

Methods

The Columbia County Longitudinal Study was initiated in 1960 (Eron, Walder, 
& Lefkowitz, 1971) when the original sample of 856 children, all of the third 
graders in Columbia County, New York, were first assessed at Wave 1 of what has 
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now became a 40-year, four-wave longitudinal study. Subsets of the sample were 
reassessed 10 years later in 1970 when the participants were 19; 11 years after 
that in 1981 when the participants were 30; and 19 years after that in 2000 when 
the participants were 48 on average. This project has generated a large amount 
of data concerning how aggression develops from childhood into adulthood (see 
Eron, Huesmann, & Zelli, 1991; Eron et al., 1971; Huesmann, Dubow, & Boxer, 
2009; Huesmann, Eron, Lefkowitz, & Walder, 1984) as well as how childhood and 
adolescent aggression negatively affect adulthood success (e.g., Dubow, Boxer, & 
Huesmann, 2008; Dubow, Huesmann, Boxer, Pulkkinen, & Kokko, 2006).

Participants and Proceduresâ•… When the study began in 1960, the sample 
of 856 children was drawn from all of the public and private schools in Columbia 
County, New York. Over 90% of the original sample was Caucasian; 51% were male, 
and 49% were female. In this first wave, 85% of the participants’ mothers and 71% 
of their fathers also were interviewed. The participants came from a broad range of 
socioeconomic backgrounds (mean [M] = 5.01, standard deviation [SD] = 2.23 on 
a 10-point scale of father’s occupational status derived by Eron et al., 1971, based 
on seven-point scale from Warner, Meeker, & Eells, 1960; this mean reflects jobs 
such as craftsmen, foremen, and skilled tradesmen) and displayed a wide range of 
intelligence (mean IQ of 104, SD = 14).

In 1970, 427 participants (211 boys, 216 girls) were reinterviewed for Wave 2. 
They had a modal age of 19 years and had completed 12.6 years of education on 
average. In 1981, there was a third wave of interviews, but we will not be using data 
from that wave in this chapter as religiosity was not assessed.

In 1999–2002, 523 of the participants (268 males, 255 females; 61% of the 
original sample) were reinterviewed for Wave 4. Their mean age was 48.46 years 
old (SD = .77); their average education level was between some college and a col­
lege degree; their average occupational attainment was middle-class status (the 
average occupational prestige code using Stevens & Hoisington’s [1987] prestige 
scores reflected jobs such as sales, bookkeepers, secretaries); and 69% of the origi­
nal participants were living with their spouses. Their average verbal achievement 
score on the WRAT was 99.15 (SD = 13.72). During this same wave, we inter­
viewed 536 offspring of our original subjects. They were the offspring of 325 dif­
ferent subjects. To keep the sample independent for this study we selected the 
oldest offspring when more than one was interviewed. This gave us a sample of 349 
independent children, youth, and young adults who were children of our original 
subjects and grandchildren of the parents we interviewed in 1960. This sample was 
51% female and 49% male. The ages of the offspring ranged from 8 to 33 with a 
mean age of 21.75.

Interviewsâ•… Data collection procedures for the first three waves of the study have 
been reported elsewhere (e.g., Eron et al., 1971; Huesmann et al., 1984, 2002; 
Lefkowitz, Eron, Walder, & Huesmann, 1977). At age 8, two main sources of 
data were used: classroom-based peer nominations and extensive individual par­
ent interviews. At age 19, participants were administered a variety of self-report 
measures, as well as peer nominations, in individual interviews at a field office. 
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At age 48, interviews were conducted by computer in a field office and by mail or 
telephone for participants who could not come to the office. The offspring of the 
subjects were interviewed using the same procedures as for the subjects in Wave 
4 except that phone and mail interviews were not conducted with any who were 
younger than 13.

Attrition Informationâ•… Of the 39% who were not interviewed at age 48, 37 were 
confirmed dead, 112 had disappeared and could not be found despite intense 
efforts, 40 could not be interviewed because of distance and scheduling difficul­
ties, and 144 refused. A comparison of means on age-8 scores revealed that, com­
pared with participants who were reinterviewed at age 48, participants who were 
not reinterviewed had higher levels of aggression, t (854) = 4.06, p < .001 (Mdifference 
= .13, SEdifference = .03), lower levels of popularity, t (854) = 4.19, p < .001 (Mdifference 
= 4.45, SEdifference = 1.06), lower peer compliance, t (854) = 3.86, p < .001 (Mdifference 
= 3.40, SEdifference = .88), and lower IQ at age 8, t (852) = 5.69, p < .001 (Mdifference 
= 5.70, SEdifference = 1.00). However, analyses of the 1960 data from the 39% who 
dropped out also revealed that there was no substantial restriction of range on any 
1960 variable due to the attrition.

Measures

Specific Aggression Measures for All Wavesâ•… Peer-nominated aggres-
sion was assessed at ages 8 and 19 using a peer-nomination procedure developed 
by Eron et al. (1971), who defined aggression as “an act whose goal response is 
injury to another object” (p. 30). Their 10 peer-nominated aggression items cover 
physical (e.g., “Who pushes and shoves other children?”), verbal (e.g., “Who says 
mean things?”), acquisitive (e.g., “Who takes other children’s things without ask­
ing?”), and indirect (e.g., “Who makes up stories and lies to get other children 
into trouble?”) aggressive acts. The score (α = .90) represents the proportion of 
times the child was nominated by classmates on the 10 items out of the times 
the child could have been nominated. At age 8 this was the number of children 
in the classroom. At age 19, because participants already had left high school, 
the proportion for a participant was computed based on the number of other 
participants who said they know that participant “well enough to answer some 
questions about them.”

Self-reports on peer-nomination questions were obtained for the children who 
were interviewed in Wave 4 as their wide geographic distribution make obtaining 
peer nominations impossible. For the younger offspring the same questions were 
used as had been used for the subjects when they were 8 years old; for the older 
offspring we used the questions that had been used with the 19-year-olds.

Severe physical aggression was assessed for the subject at ages 19, 30, and 48 
and for the child of the subject in Wave 4 through self-reports of how often in the 
last year they engaged in each of four behaviors: (1) choked someone; (2) slapped or 
kicked someone; (3) punched or beaten someone; (4) knifed or shot at someone or 
threatened to do it (1 = never to 4 = a lot). Scores were log-transformed for analysis 
due to skewness (α = .66).
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Aggressive personality was measured at ages 19, 30, and 48 and among 
children of the subjects who were 13 or older in Wave 4 by taking the sum of 
scales 4, 9, and F from the Minnesota Multiphasic Personality Inventory (MMPI; 
Hathaway & McKinley, 1940). In earlier studies by our group (e.g., Huesmann et 
al., 1984; Huesmann, Lefkowitz, & Eron, 1978), the summed T-scores of these 
three scales reflected a reliable and valid measure of antisocial–aggressive behav­
ior (α = .78).

For the analyses, we first converted the aggression measures obtained in each 
wave (peer nomination, self-report of peer-nomination questions, self-report of 
serious physical aggression, MMPI F + 4 + 9) to standardized z-scores. At each 
age, where more than one aggression measure exists (i.e., ages 19 and 30), we 
computed a measurement model for combining the measures. Then a composite 
measure of aggression was computed as the weighted mean of the one to three 
aggression scores available for the subject during that wave or for the subject’s 
child during Wave 4. Because these composite scores are standardized within each 
wave of data, they provide a standard scale on which individuals’ locations can be 
compared across waves independently of total sample shifts in aggressiveness or 
differences in measures obtained.

Religiosityâ•… In Wave 4, the subjects and their offspring both indicated their 
frequency of religious service attendance on a nine-point scale (“How often do 
you attend religious services?”, rated as 1 = never, 2 = less than once a year, 3 = 
1–2 times a year, 4 = several times a year, 5 = about once a month, 6 = 2–3 times 
a month, 7 = nearly every week, 8 = every week, and 9 = several times a week). 
Additionally, both the subjects and their offspring reported on their religious pref­
erence; their spirituality (“To what extent do you consider yourself a spiritual or 
religious person?”, rated as 1 = not spiritual or religious at all, 2 = slightly spiritual 
or religious, 3 = moderately spiritual or religious, 4 = very spiritual or religious); 
and their frequency of praying (“How often do you pray privately in places other 
than a church, mosque, or synagogue?”, rated as 1 = never, 2 = less than once a 
month, 3 = once a month, 4 = a few times a month, 5 = once a week, 6 = a few times 
a week, 7 = once a day, 8 = more than once a day).

In Wave 1, the parents of the subjects were also asked their frequency of reli-
gious service attendance (response scale: 0 = never, 1 = a few times a year, 2 = 
about once a month, 3 = a few times a month, 4 = once a week, 5 = more than once 
a week). They were also asked their religion preference, but they were not asked 
any questions about spirituality or praying.

Similarly in Wave 2, the 19-year-old subjects themselves were asked to report 
on their frequency of religious service attendance using the same procedure and 
scale as used with the parents in Wave 1.

Other Outcomes and Covariatesâ•… In Wave 4, we also assessed the norma-
tive beliefs about aggression of both the subjects and their offspring (Huesmann & 
Guerra, 1997). The normative belief scale is a 20-item scale that asks the respon­
dent about his or her approval of aggression, such as, “Suppose a man says some­
thing bad to another man, John. Do you think it is OK for John to hit him? (4 = 
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perfectly OK, 3 = sort of OK, 2 = sort of wrong, 1 = really wrong). The normative 
beliefs scale score is the mean of all the responses and has been shown to be a 
highly reliable assessment of approval of aggression by the respondent (Huesmann 
& Guerra, 1997).

In Wave 1, parents’ educational level (Eron et al., 1971) reflects the parents’ 
self-reported levels of educational attainment (1 = under 7 years to 7 = graduate or 
professional training). The family score was computed as the mean of the mother’s 
and father’s educational level.

Finally, in Wave 1 we also obtained the subject’s IQ score. The child’s IQ was 
assessed with the California Short-Form Test of Mental Maturity (Sullivan, Clark, 
& Tiegs, 1957). Kuder–Richardson reliability coefficients range from .87 to .89 
across grades; the total score correlates approximately .75 with other IQ measures.

Results

Religions of Participantsâ•… In Figure 19.1, the distribution of self-reported 
religious affiliations is shown for the participants in the study when they were 
8 years old (as reported by their parents) and when they were 48 years old (as 
self-reported). In Figure 19.2, their church (or synagogue or mosque) attendance 
is graphed for the same two times. The sample was predominately Christian–
Protestant and Christian–Catholic in 1960 with a small sample of Jewish and other 
(including “no”) affiliations. By 2000, the sample was still predominately Protestant 
or Catholic, but a much larger proportion reported “other” or “no” affiliation. Also, 
as shown in Figure 19.2, by 2000 when the subjects were 48 years old, on average 
they attended religious services much less than their parents had attended them 
40 years earlier.

Religiosityâ•… The three measures of religiosity that were assessed in Wave 4 
among the 48-year-old subjects and among their offspring (average age = 21.75) 
were highly correlated as shown in Table 19.1. A factor analysis of the three mea­
sures showed that one factor could explain 69 to 71% of the variance in the scales 
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Figure 19.1â•… The religions of the parents of the subjects when the subjects were age 8 
(left panel) and the religions of the subjects themselves 40 years later at age 48 (right panel).
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in both cases. Furthermore, all three scales had loadings of .77 to .88 in both 
cases. Consequently, any one of the measures could be used to represent religiosity 
adequately. As only the measure of religious participation was collected in Waves 1 
and 2 as well as in Wave 4 on the subjects and on their children, we decided to use 
that measure for all analyses.

Continuity of Religious Participationâ•… The correlations over 40 years 
between the subject’s parent’s religious participation when the subject was 8 
years old, the subject’s own religious participation at age 19 and at age 48, and 
the subject’s child’s religious participation when the subject was 48 are shown in 
Table  19.2. Religious participation clearly displays continuity within and across 
generations. Most notably, perhaps, the subject’s child’s religious participation cor­
relates .52 (p < .001) with the subject’s concurrent religious participation at age 48, 
correlates .28 (p < .001) with the subject’s religious participation 30 years earlier, 
and correlates .21 (p < .001) with the grandparent’s religious participation 40 years 
earlier. Of course, these later correlations represent only modest effect sizes, and 
there is substantial variability in the trajectories of religious participation over the 
life course and across generations. When we partitioned religious participation into 
upper, middle, and lower tertiles (called High, Medium, and Low Participation), 
we found that in only about 44% of the cases was the level of participation the same 
within the subject at ages 19 and 48; in only about 20% of the cases was the level of 
religious participation the same for the family when the subject was 8, 19, and 48; 
and in only about 10% of the cases was the level of participation exactly the same 
for the grandparent, the subject at age 8 and 48, and for the subject’s child when 
the subject was 48. Additionally, in general the participation rates declined over 
the 40 years from 1960 to 2000, as was shown in Figure 19.2.

The Relation of Religious Participation to Aggression Over Time 
and Generationsâ•… In Table 19.3, the correlations are shown between the reli­
gious participation of the subject’s parents, the subject, and the subject’s child and 
the concurrent and subsequent aggressive behavior and beliefs of the subject and 

Table 19.1â•… Correlations Between Different Components of Religiosity 
in 2000 at Age 48 (Below Diagonal) and at Age 12 to 30 (Average Age 
21.75; Above the Diagonal)

Subject’s Self-
Reported Religious 

Participation 

Subject’s Self-
Reported Frequency 

of Prayer
Subject’s Self-

Reported Spirituality

Subject’s self-reported 
religious participation

.48*
(N = 303)

.56*
(N = 204)

Subject’s self-reported 
frequency of prayer

.52*
(N = 481)

.67*
(N = 204)

Subject’s self-reported 
spirituality

.46*
(N = 479)

.65*
(N = 480)

*	 p < .001.
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the subject’s child. The correlations at each age between a person’s own religious 
participation and his or her own aggressive behavior are negative and significant. 
Higher religious participation is related to lower concurrent aggression. The effect 
sizes are not large but are significant: –.20 at age 19 and –.13 at age 48. Additionally, 
the grandparents’ religious participation assessed in 1960 not only correlates sig­
nificantly negatively (–.09, p < .05) with their child’s concurrent aggression at age 
8 but also correlates significantly negatively with their grandchild’s aggression and 
aggressive beliefs 40 years later (–.15, p < .01; –.13, p < .05). This is true even 
though the grandparent’s religious participation does not correlate significantly 
with the subject’s (their own child’s) aggression at age 19 or 48, and the subject’s 
religious participation at age 48 does not correlate significantly with the grand­
child’s concurrent aggressiveness. All in all, this table of negative correlations pro­
vides evidence that not only is a person’s aggressiveness negatively related to their 
concurrent religious participation, but it is also related negatively to higher levels 
of religious participation within the family system.

It is illustrative to examine these relations over time in terms of how predic­
tive very frequent religious participation is of lower aggression compared with 
very infrequent religious participation. We partitioned religious participation into 
approximate thirds where high participation means attending services once a week 
or more, low participation means attending church never or no more than once a 
year, and medium participation is everything in between. We then analyzed the 
mean differences for the high and low groups on the aggression measures at each 
point in time. The results are shown in Figure 19.3. In every single case, those high 
in religious participation score lower on aggression and aggressive beliefs than those 
low in religious participation. However, not all of the relations are significant. Mostly 

Table 19.2â•… Correlations of Religiosity Over Three Generations and 
48 Years

Subject’s 
Parents’ 
Religious 

Participation 
When Subject 

Is Age 8

Subject’s 
Religious 

Participation 
at Age 19

Subject’s 
Religious 

Participation 
at Age 48

Subject’s 
Child’s 

Religious 
Participation 
When Subject 

Is Age 48

Subject’s parents’ 
religious participation 
when subject is age 8

Subject’s religious 
participation at age 19

.36**
(N = 374)

Subject’s religious 
participation at age 48

.17*
(N = 401)

.31**
(N = 305)

Subject’s child’s religious 
participation when 
subject is age 48

.21**
(N = 274)

.28** .52**   
(N = 196) (N = 294)

*	 p < .01.
**	 p < .001.
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the results are consistent with the correlations in Table 19.3 but show that the corre­
lations reflect large differences between fairly high and fairly low levels of participa­
tion rather than small differences across the continuum of participation scores.

Predicting Adult Aggression from Youth Aggression and Religious 
Participationâ•… In a number of prior publications, the continuity of aggression 
within and across generations in the Columbia County Longitudinal Study has 
been shown to be substantial (Huesmann et al., 1984, 2009). The analyses so far 
have shown both that there is continuity of religious participation across time and 
generations and that religious participation is inversely related to aggressiveness 
concurrently and over time and generations. Given these results, it makes sense 
to examine whether religious participation in youth predicts adult aggressiveness 
when one controls for youth aggression. We created a composite religious partici­
pation score for Waves 1 and 2 by taking the mean of the standardized partici­
pation scores for each wave (Wave 1 religious participation reported by subject’s 
parent and Wave 2 religious participation reported by subject). We also created 
a comparable composite aggression score for Waves 1 and 2 in the same way. We 
conducted a regression analysis predicting the subject’s Wave 4 aggression from 
these two variables and their interaction (product of their standardized scores). 
The results are shown in Table 19.4.

Table 19.3â•… Correlations of Religious Participation With Aggression 
Over Three Generations

Subject’s 
Parents’ 
Religious 

Participation 
When Subject 

Is Age 8

Subject’s 
Religious 

Participation 
at Age 19

Subject’s 
Religious 

Participation 
at Age 48

Subject’s 
Child’s 

Religious 
Participation 
When Subject 

Is Age 48

Subject’s aggression at 
age 8

–.09**
(N = 706)

–.04
(N = 427)

–.04
(N = 481)

–.05
(N = 325)

Subject’s aggression at 
age 19

–.04
(N = 373)

–.20****
(N = 426)

–.21****
(N = 305)

–.14**
(N = 196)

Subject’s aggression at 
age 48

–.05
(N = 399)

–.09
(N = 303)

–.13***
(N = 476)

–.16***
(N = 293)

Subject’s beliefs 
approving of aggression 
at age 48

–.02
(N = 398)

–.11**
(N = 304)

–.22****
(N = 476)

–.12**
(N = 293)

Subject’s child’s 
aggression when 
subject is age 48

–.15***
(N = 292)

–.17**
(N = 215)

–.07
(N = 316)

–.13**
(N = 325)

Subject’s child’s beliefs 
approving of aggression 
when subject is age 48

–.13**
(N = 275)

–.07
(N = 208)

–.11*
(N = 304)

–.19****
(N = 307)

*	 p < .10.
**	 p < .05.
***	 p < .01.
****	 p < .001.
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As expected, youth aggressiveness is revealed to be a highly significant predic­
tor of adult aggressiveness 30 to 40 years later (β = .38, p < .001). The regression 
also reveals that a youth’s level of religious participation 30 to 40 years earlier does 
not add at all significantly to this prediction even though their religious participa­
tion at age 8 and 19 correlated negatively with their concurrent aggression at that 
time. However, while that early religious participation does not have a direct effect 
on adult aggression, it does significantly moderate the trajectory of aggression 
from youth to adulthood as indicated by the highly significant interaction effect 
of youth participation and youth aggression on adult aggression (β = .15, p < .002). 
To understand the meaning of this interaction, we plotted it in Figure 19.4 in two 
ways—first as a three-dimensional plot showing the surface defined by the com­
plete regression equation and second as a limit plot showing how high and low 
youth aggression and high and low religious participation in youth (as defined by 
plus and minus one SD) combine to predict adult aggression.

The results are striking. If one accepts that the direction of effects must be from 
religious participation to aggression, the results indicate that high religious partici­
pation exacerbates the effects of youth aggression on adult aggression. For those 
lower on youth aggression, high religious participation is predictive of even lower 
adult aggression and lower participation of higher aggression. For those higher on 
youth aggression, the effect is reversed. High religious participation is predictive of 
even higher adult aggression and lower participation of lower aggression.

One may wonder if these effects are independent of other participant char­
acteristics. The third column of Table 19.4 shows that they are. The participant’s 

Table 19.4â•… Multiple Regression Predicting Subjects’ Aggressive 
Behavior at Age 48 From Their Aggressive Behavior at Age 8 and 19 
and Their Participation in Religious Services at Age 8 and 19 
Controlling for Their Gender, Intelligence, and Parents’ Educational 
Level

Step 1 
Standardized 
Regression 
Coefficients 

Step 2 
Standardized 
Regression 
Coefficients

Step 3 
Standardized 
Regression 
Coefficients

Subject’s aggression as youth (mean of 
ages 8 & 19)

.35** .38** .38**

Subject’s religious participation as youth 
(mean of ages 8 & 19)

–.04 –.04 –.02

Interaction of subject’s youth aggression 
and youth participation in religious 
activities

.15* .15*

Subject’s gender –.01
Subject’s IQ at age 8 .04
Subject’s parent’s level of education –.17**
R2 .123** .143** .169**
*	 p < .01.
**	 p < .001.
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gender and IQ at age 8 do not change the results at all, and, while the parent’s 
education level is a significant predictor of the subject’s aggression 40 years later, 
its inclusion in the model does not change the moderating effect of religious par­
ticipation in youth.

A similar regression analysis was conducted to predict the subject’s child’s 
aggression when the subject was 48 (mean age of child = 21.75). While the sub­
ject’s lifelong aggression was a highly significant predictor of the subject’s child’s 
aggression when the subject was 48 (β = .25, p < .001), the analysis revealed no 
similar interactive effect of the subject’s lifelong religious participation on cross-
generational transmission of aggression and no main effect of the subject’s religious 
participation on the offspring’s aggression.

Finally, we constructed a longitudinal structural model to represent both the 
effects of religious participation on aggression and the continuity of aggression and 
religious participation within and across generations. The final model that best fit 
the data is shown in Figure 19.5.

Again, we make the assumption in this model that the relation between reli­
gious participation and aggression (to the extent any relation exists) is in the causal 
direction of participation affecting aggression. The model fits quite well (full infor­
mation maximum likelihood [FIML] solution, N = 856, chi-square = 27.8, df = 23, 
p > .22, comparative fit index [CFI] = .99, root mean square error of approxima­
tion [RMSEA] = .016). The model shows the expected strong continuity of both 
aggression and religiosity over the life course and across generations with stronger 
continuity within generations for aggression and across generations for religiosity. 
The model also shows significant concurrent direct negative effects of the subject’s 
religiosity at age 19 to his or her aggression at age 19 and from the parent’s religios­
ity in 1960 to the child’s concurrent aggression at age 8. The effects from subjects’ 
age-48 religiosity to their age-48 aggression were only marginally significant as 
were the effects of children’s religiosity on their own aggression in 2000. However, 
taken together, the four concurrent paths certainly indicate that religiosity has a 
dampening main effect on concurrent aggression. Furthermore, the interactive 
effect of subjects’ religiosity and aggression in their youth on their adult aggression 
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Figure 19.4â•… The moderating effect of youth religious participation on the relation 
between youth aggression (mean of ages 8 and 19) and adult aggression at age 48.
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that we had discovered with the regression analysis remained significant and sub­
stantial in this model (β = .12, p < .008). Being high on religiosity in youth seems 
to exacerbate the tendency of low aggressive youth toward low aggression in the 
future and high aggressive youth toward high aggression in the future. The model 
explains 24% of the variation in the subject’s age-48 aggression, 12% of the varia­
tion in the subject’s age-48 religiosity, 7% of the variation in the subject’s child’s 
aggression, and 27% of the variation in the child’s religiosity. The standardized 
total effect sizes of prior family religiosity combined with concurrent self-religios­
ity on aggression were .078 for age-48 subject aggression and .146 for the subject’s 
children in Wave 4. Though these are not large effect sizes, they are significant and 
large enough to be important.

+ p < .20 * p < .10 ** p < .05 *** p < .01

Child Relig
2000
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–.06+

–.13**

–.10**

–.15***–.13***
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Figure 19.5â•… Structural model showing direct and indirect effects of religious participa­
tion throughout the life course on subsequent aggression in the self and in one’s offspring 
(full information maximum likelihood [FIML] solution, N = 856, chi-square = 27.8, df = 
23, p > .22, comparative fit index [CFI] = .99, root mean square error of approximation 
[RMSEA] = .016).
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Discussion

Our analysis of these four waves of data spanning three generations and 40 years 
showed first that religious participation, prayer, and spirituality are highly intercor­
related and can be represented substantially by a single construct. Because of this 
result and because participation in religious services is the only measure we had 
in all four waves, we based all our analyses on this measure. Obviously, this is a 
potential weakness, and our results must be considered in the context that spiritual 
individuals who never participate in religious services are misclassified in these 
analyses. Of course, the most likely effect of this omission would be to weaken our 
effect sizes for religiosity.

We found clear evidence both that participation in religious activities has a 
main effect on reducing concurrent aggression at any age and in youth has an addi­
tional effect of exacerbating the tendencies of low aggressive youth to grow up to 
be low aggressive adults and of high aggressive youth to grow up to be high aggres­
sive adults. These effects were not due to relations between religiosity and gender, 
IQ, or the educational level of the family. These effects remained in the context of 
a longitudinal model that accounted for the substantial continuity of religiosity and 
aggression both over the life span and across generations.

Although this study demonstrates these effects fairly conclusively, it does not 
explain why they occur. As we discussed in the introduction, religiosity, and par­
ticularly participation in religious activities, has a number of benefits that could 
explain the main effects of religiosity in reducing aggression in addition to affecting 
normative beliefs about aggression. The three main theoretical ideas we reviewed 
were as follows:

	 1.	Parents’ religiosity is a marker of more proximal factors that influence 
child outcomes (e.g., good parenting, the child’s developing religiosity).

	 2.	Religious organizations provide social support when problems occur.
	 3.	Religious exposure builds strong internal self-regulating standards in a 

child, such as normative beliefs opposing aggression.

Relevant to the third explanation, we did show that an adult’s and youth’s 
normative beliefs about the appropriateness of aggression were significantly 
related to their religiosity in the direction that more religiosity predicted 
lower approval of aggression. However, the direct relation between religios­
ity and concurrent normative beliefs was modest (–.19 to –.22 in Table 19.3). 
Consequently, while we could not directly test mediation models because 
scores on normative beliefs were available only in Wave 4 of the study, it is 
unlikely that the effect sizes of religiosity on normative beliefs are large enough 
to completely explain the total effects of religiosity on aggression. Similarly, the 
fact that the relations between religiosity and aggression were not diminished 
much when we controlled for gender, child IQ, and parental level of education 
suggests that no association between religiosity and any of these other variables 
related to aggression can account for the effect by itself as the first explanation 
might suggest.
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Undoubtedly, our most notable result was the finding that high religiosity exac­
erbates the tendency of high-aggressive youth to grow up to be high-aggressive 
adults and low-aggressive youth to grow up to be low-aggressive youth. This result 
was not expected and is contrary to our original hypothesis that the social support 
provided through participating in religious activities might ameliorate the ten­
dency of youth to respond to stressors and social problems with aggression.

We propose that this interactive exacerbating effect most likely reflects a 
“self-justification” process. Most religious texts can be read in different ways and 
can equally well provide justification for behaving aggressively or prosocially (see 
also Chapter 18 in this volume for the possible divisive effects of supernatu­
ral beliefs). Christians can focus on “turning the other cheek” when provoked 
or on obtaining “an eye for an eye.” If one has already been behaving aggres­
sively in one’s youth, participating in religious activities and focusing on texts 
supporting aggression may make it easier to self-justify one’s aggressiveness by 
providing consensual validation for the behavior. On the other hand, if one is 
already behaving less aggressively, one can find consensual validation for those 
behaviors in religion as well. Thus, while religious participation can promote 
peaceful behavior among already peaceful youth, it can also increase the risk for 
violence (and fundamentalist terrorism; see Chapter 10 in this volume) among 
those youth leaning toward aggression.

Certain cognitive characteristics associated with high religious participation 
may also contribute to the exacerbating effect of religiosity on early behavioral 
trends. Research on “cognitive closure” (Kruglanski et al., 1996) suggests that high 
need for closure individuals “freeze” more strongly on early ideas and norms. If, 
as seems plausible, families who participate regularly in religious activities have a 
higher need for cognitive closure, then it would not be surprising that their chil­
dren tend to continue down the behavioral paths of aggressiveness or nonaggres­
siveness that are established early in life.

Final determination of the processes through which religious participa­
tion influences aggression must await more developmental studies assessing the 
hypothesized factors involved in the processes. Nevertheless, it seems fair to con­
clude from this study that the view that religiosity has a straightforward protec­
tive effect in reducing the development of aggression is too simplistic. It is true 
that participating in religious activities has a general protective main effect on 
concurrent aggression and promotes religious participation later in life and in 
subsequent generations and that these effects are relatively independent of IQ, 
educational level, and gender. However, these main effects are limited by the 
significant tendency of participation in religious activities to turn the develop­
mental trajectory of aggression upward for youth high in aggression and down­
ward for youth low in aggression. Intense religious participation may promote 
nonaggressive peaceful behavior among youth already tending in that direction, 
but it also seems to exacerbate the tendencies of aggressive youth to develop into 
more aggressive young adults. Whether this exacerbating effect is more due to 
the self-affirming support for behavior that religion can provide or due to the 
tendency of those needing cognitive closure to participate in religion remains to 
be investigated.
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